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Abstract: In many of today’s big data analytics applications, it might need to analyze social media feeds as 

well as to visualize users’ opinions. This will provide a viable alternative source to establish new metrics in 

our digital life. Social interaction with people in Twitter is open-ended, making media analysis in Twitter 

easier in comparison with other social media. That is because the interaction in those media is often 

different since most of them are private. This work is therefore devoted to focus merely on design and 

implementation a Deep model for Twitter opinion (Mood) visualization based Deep Learning network. It is 

concerned with Natural Language Processing (NLP)-based sentiment analysis and Deep Learning 

framework for Twitter’s opinion mining visualization and classification. The utilized methodology is based 

on applying sentiment analysis NLP on a large number of tweets in order to visualize the predicted mood 

scoring of the tweet and thus to exploit public tweeting for knowledge discovery. This will moreover serve 

for fake news detection. The pertinent mechanism involves several consecutive steps, namely: dataset 

collection stage, the pre-processing stage, NLP stage, sentiment analysis stage, and prediction and 

classification stage using Deep Learning Model. The U.S. Airlines Sentiment Analysis Twitter dataset has 

been utilized which is already provided with Data for Everyone. The presented system is monitoring Twitter 

streams from both the media and the public. It is capable to visualize and extract meaningful data from 

tweets in real-time and store them into a Deep model for analysis. It is convenient for a wide application 

spectrum involving: big data analytics solutions, predicting e-commerce customer’s behavior, improving 

marketing strategy, getting market competitive advantages, besides visualization in various data mining 

applications.  

 
Key words: Deep learning, data mining and web mining, visualization in social networks, NLP and 
sentiment analysis, machine learning. 

 
 

1. Introduction 

Social media networks such as Twitter/Facebook/Snapchat/Instagram/Telegram/YouTube etc. are now 

widely considered as a significant integral part of our modern life [1]. Social media analysis denotes to focus 

on some social media service in a course to analyze, deconstruct, and then highlight the available pertinent 

quantitative/qualitative systematic observations in order to evaluate some large measure trending topics 

with specific indications. Whereas ‘data analysis’ is a process of inspecting, cleansing, transforming, and 

modeling data with the goal of discovering useful information, suggesting conclusions, and supporting 
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decision-making. Data mining is hereby an inter-disciplinary subfield of Computer Science representing a 

process of examining large pre-existing databases to generate new information. It is the practice of 

discovering patterns in large data sets involving methods of machine learning, statistics, and database 

systems [2]. ‘Web mining’ is the application of data mining techniques to extract knowledge from the World 

Wide Web through discovering pertinent patterns. Web mining can thus be divided into three different 

types – Web usage mining, Web content mining and Web structure mining [2], [3]. Visualization in social 

networks denotes presenting the conceptual data to intensify person’s realization and open out the 

concealed relations along with the data. Visualization of web information has thus become unavoidable for 

end users to get their preferred information easily, rapidly, and correctly from the extremely huge Web [4]. 

Natural-language processing (NLP) is the area of computer science and artificial intelligence that is 

concerned with the interactions between computers and human languages. In particular, this implies how 

to program computers to fruitfully process large amounts of natural language data. Challenges in 

natural-language processing frequently involve speech recognition, natural-language understanding, and 

natural-language generation [2], [5]. Sentiment analysis (or sentimental analysis or opinion mining) is a 

term frequently used to turn up at a dual verdict: users like or dislike something, or the product is good or 

bad, or someone is either with or against something. Sentiment analysis is the use of NLP, text analysis, and 

statistics to recognize the ‘emotional attitude’ pertinent to text into affirmative (positive), unenthusiastic 

(negative), or impartial (don’t-care/neutral)) classes [4]-[8]. Machine learning is an artificial intelligence 

procedure that replicates/simulates the manner in which the brain of human being functions, aiming to 

furnish computers with intelligence. It is widely exploited in systems seeking knowledge discovery and 

applying data mining that are referred to as knowledge-based systems and expert systems. 

Comprehensively revised techniques for machine learning often incorporate artificial neural network 

(ANN). The support vector machine (SVM), is a new statistical machine learning and data mining tool [3], 

[5]. 

This paper is keen to unveil the most relevant sides concerning NLP-based sentiment analysis for 

Twitter’s opinion mining. It utilizes data mining approach of text-feature extraction, and classification, to 

analyze and visualize Twitter’s opinion. 

2. Related Works 

A pretty wide horizon of various works can be noticed in the literature. Yao et al. (2015) presented their 

work about “Ushio”; a system that deals with analyzing news media and public trends in twitter. They 

focused on these issues through building the Ushio system to analyze Twitter streams in both the tweets 

updated by multiple news agencies and those appearing in the public timeline [1]. Bhardwaj et al. (2015) 

introduced a comprehensive study of major big data emerging technologies by highlighting their important 

features and how they work. They showed performance analysis of “Apache Hive” query for executing 

Twitter tweets in order to calculate Map Reduce CPU time spent and total time taken to finish the job [2]. 

Kumar and Bala (2016) have utilized “Hadoop Cloud” for intelligent analysis and storage of big data. They 

propose a method that does sentiment analysis on tweets in Cloud environment [3]. Buntain and Golbeck 

(2017) have developed a method for automating fake news detection on Twitter by learning to predict 

accuracy assessments in two credibility-focused Twitter datasets. The first is CREDBANK, a crowd-sourced 

dataset of accuracy assessments for events in Twitter, whereas the second is PHEME, a dataset of potential 

rumors in Twitter and journalistic assessments of their accuracies [4]. Patil and Algur (2017) introduced 

some nice work regarding sentiment analysis through identifying the speaker’s polarity in Twitter data. 

They set some tools for sentiment analysis of the data by providing some tweet data as input and obtaining 

the respective scores as output [5]. Kitaoka and Hasuike (2017) tried in their work to study the relationship 
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between the geographic area and emotion using Twitter data. They have used data from Geo-Twitter to 

analyze the reasons underlying the occurrence of local criminal activity. The Location-based Social 

Networks (LBSNs) data has been used to model and understand human-mobile behavior patterns of local 

criminal activities [6]. Haddia et al. (2013) have done a pretty good job in articulating the role of text 

pre-processing in sentiment analysis for mining online opinion. Through experimental results they 

demonstrated, with appropriate feature selection and representation, that sentiment analysis accuracies in 

this area using support vector machines (SVM) may be significantly improved [7]. Molla et al. (2014) 

presented their work about network-based visualization of users’ opinion mining and sentiment analysis on 

Twitter. They developed a free and open source system that can take the opinion of users in raw text format 

and produce easy-to-interpret visualization of opinion mining and sentiment analysis result on a social 

network. Public machine learning library called LingPipe Library has been utilized to classify the 

sentiments of users’ opinion into positive, negative and neutral classes [8]. Krebs et al. (2017) introduced 

their work (based on convolutional and recurrent neural networks) regarding social emotion mining 

techniques to predict users’ reactions in Facebook posts. They proposed and evaluated alternative methods 

for predicting these reactions to user posts on public pages of firms/companies (like supermarket chains) 

[9]. Lasty, Mohata and Dhande (2015) have elaborated ‘two’ effective techniques to mine the big data, one 

with Apache Hadoop Map Reduce and the second with visualization based technique named as Visual Web 

Mining (VWM). They found out that VWM is effective for visualizing and gleaning the front end insight of big 

data, whereas Apache Hadoop and other similar technologies are efficient to support back-end concerns 

such as storage and processing [10]. 

3. Background Theory 

Machine Learning (ML) is a study of the system behavior that can learn for the input data. As it were, 

Machine Learning is the investigation of computer algorithms that enhance automatically through 

experience [11]. In recent years, it has become ubiquitous in some areas that are rivaling or even surpassing 

for human-level expertise [12], [13]. There are some general applications that the machine learning is used 

to predict or classify the problem such as message spam detection, face detection, object recognition, 

pattern recognition, speech recognition, text classification and translation [14]. The learning task under the 

(ML) can be under of several forms such as supervised, unsupervised or semi-supervised learning. 

Moreover, if the computer is presented as an input example with their desired outputs, which is given by a 

“teacher” in this case it is an example of supervised learning. Such a popular example for the supervised 

learning that the case of filtering the input messages to spam messages or ham messages. In the case of 

email filtering, a supervised learning algorithm is presented with email messages that labeled as an 

example of “spam” or “not spam”. For this reason, the machine learning implies a computer system 

(program) that able to predict and correctly label the new input message as either spam or not spam 

message [15]. In recent years, deep learning approaches have shown great performance in computer vision 

and pattern recognition tasks. Deep learning enables automated learning of feature sets for particular 

problems instead of hand-crafted design. Convolutional Neural Network (CNN) model is one of   the most 

popular types of deep learning methods [16]-[18] used in image processing. CNN is considered as one type 

of feed-forward artificial neural network. It is a learning network that allows multiple levels of 

representation and abstraction. CNN is a multi-layer perceptron that consists of input layer, convolution 

layer, down sampling layer, and output layer. In CNN architecture, the convolution and down sampling 

layers might consist of multiple layers. CNN architecture is preferred due to its simple structure, reduced 

number of training parameters, and adaptability. Some extensions of CNN are Fully Convolutional Network 

(FCN), and Region-based Convolutional Network (R-CNN). Fully Convolution Network (FCN) [19], [20] 

International Journal of Computer and Communication Engineering

3 Volume 8, Number 1, January 2019



  

substitutes the fully connected layers in CNNs by full convolution layers and assigns class labels to each 

individual pixel in the image instead of one label per image block.  

Text mining using Deep Learning is initially process many documents that are gathered. In other words, 

text mining using Deep Learning approaches and tool that is mainly used to extract the information or 

features form the document and process them [21].The main stage of the text mining using Deep Learning 

approaches is the text analysis or the pre-processing step. In this step, some techniques are repeatedly used 

until some relevant information is extracted from the process documents in this stage [22]. Deep Learning 

approaches or tools organize the document or data structure from the databases once whereas text Deep 

Learning approach extract some information from the semi-structured and structured dataset such as 

e-mails, text, HTML files etc. [21]. However, use Deep Learning tools and approaches are the best option to 

organize and handle the online data [15]. A high-level general approach for text mining using Deep Learning 

is illustrated in Fig. 1. 

 

 
Fig. 1. A high level of text mining general approach using deep learning approach. 

 

 Opinion Mining Based Classification Approaches 3.1.

In general, opinion mining approaches as it has been shown in a high-level abstraction and general 

approach in Fig. 1, the opinion mining using machine learning consists of many tasks and functions such as 

opinion clustering, opinion concept/entity extraction, opinion summarization, and opinion classification. 

One of the most important approaches for text mining using machine learning tools is the text 

classification. Text classification which is also known as a text categorization. Text classification is defined 

as the task of automatically defining the unlabeled documents into predefined classes [23]. Option 

classification approach as a task of machine learning should clearly predefine the mathematical model. In 

addition to the mathematical model, in this case, we should pre-define the feature extraction model that is 

mainly used for extracting the feature vector that is used later to feed the machine learning model [24].  

 Convolutional Neural Network Based Opinion Classification Approach 3.2.

Convolutional Neural Network (CNN) is a function 𝑔 that denoted by that mapping data 𝑥, to another 

output vector that denoted by 𝑦 . Then, the function 𝑔 is the intensive combination of a sequence of 

simpler functions 𝑓𝑙 , which we call computational blocks, or layers that dented by 𝑔 = 𝑓1 … 𝑓𝐿 . Assume the 

network input is 𝑥0 = 𝑥, and the network outputs are 𝑥1,  𝑥2, . . . , 𝑥𝐿 . . Where each output is deeply 

computed from the previous output 𝑥𝑙 − 1 by applying the function 𝑓𝑙 with the parameters of 𝑤𝑙 as is 

denoted in (1) [25].  

 

𝑥𝑙  =  𝑓𝑙(𝑥𝑙 − 1; 𝑤𝑙)                                    (1) 
 

The data flowing through the network represents a feature field 𝑥𝑙 ∈ ℝ𝐻𝑙×𝑊𝑙×𝐷𝑙; Since the data 𝑥 has a 

spatial structure, 𝐻𝑙 and 𝑊𝑙 are spatial coordinates and 𝐷𝑙 is depth of channels. The functions 𝑓𝑙 , act as 

local and translation invariant operators therefore the network is called convolutional. CNNs are applied to 

distinguish between different classes by producing such as a vector of probabilities as is shown in (2) that 
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denoted by for all tested image [25]. 

 

�̂� = 𝑓(𝑥)                                   (2) 
 

If 𝑦 is the true label of data, CNN performance of true label 𝑦 of data 𝑥 is measured by a loss function 

which assigns a penalty to classification errors [25]. 

Convolutional layer convolves the result of previous layer with a set of learnable filters [26] as shown in 

Fig. 2, where the weights specify the convolution filter. Each filter is sliding across the width and height of 

the input volume, producing a 2-dimensional activation map of that filter. The filters have the same depth as 

in the input [27], [28]. The size of the output can be controlled by three hyper parameters which are the 

depth, stride and zero-padding. The Depth of the convolutional layer it is basically the number of filters that 

is applied to the input data. While the stride number of convolutional filters allows the filter jumps while 

sliding over the data size dimensions. Finally, the zero-padding: padding zeros around the borders of the 

input to preserve its size. Fig. 2 shows the processing example with it. 

 

 
Fig. 2. Convolutional neural network (deep learning) structure [28]. 

 

Pooling layer reduces the size of their input and allows multi-scale analysis. Max-pooling and 

average-pooling are the most popular pooling operators (Fig. 2). These operators compute the maximum or 

the average value within a small spatial block [27]. Pooling with filters size of 2 × 2 with a stride of 2 are 

considered ideal [29]. Fig. 2 illustrates max pooling operation with 2 × 2 filters. Also, it shows an example 

of max 2 × 2 pooling layer that it is used to reduce the spatial size of the representation to reduce the 

number of parameters and computation in the network. 

Fully-connected layer connects to all the neurons of the previous layer (Fig. 2) [29]. Fully connected 

layers are typically used as last layer of the network and perform the classification. A sample of CNN is 

depicted in Fig. 2 which shows all the two previously demonstrated layers. 

 Mathematical Opinion Mining Classification Model 3.3.

The mathematical definition of the opinion mining and classification model relies on the demonstration 

of documents to get the ability to correctly execute a categorization task. Moreover, text classification may 

define as it given in (3) [24]: 

 

𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛)                                  (3) 
 

where 𝑛 presents is the total number of classified documents that have been used to categorize the whole 

data task [24]. Sine classification task for the text classification is a main part of the supervised learning that 

we have discuss before, machine learning classification model for text classification is provide a training set 
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example. The training set examples has input with associated labels or target output. Basically, the training 

examples are in the form of the attribute vectors, which means that the input is a subset of  𝑅𝑛 [24].  

For example, consider an input 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛) where 𝑋 belongs to an n-dimensional vector space 

𝑅𝑛 and 𝑥1, 𝑥2, … , 𝑥𝑛 are the components of the vector 𝑋. In this case, is assigned to the positive class 

whereas the function of,𝑓(𝑥) ≥ 0 and to the negative class if 𝑓(𝑥) < 0 as it given in (4) [24]. 

 

Output = {
Postive,            if 𝑓(𝑥) ≥ 0

Negative,         if 𝑓(𝑥) < 0
                              (4) 

 

In this case, the function 𝑓(𝑥) presents as a decision function where each vector has a target attribute. In 

other word, the target label will be defied in 𝑌 ∈ *−1, +1+, where𝑖 = 1, … , 𝑛, and -1, +1 are the negative and 

positive classes [24]. 

Typical model for machine learning learns the mapping function which implies as 𝑋 ⇒ 𝑌, in this case can 

be represented by a set of possible learned mapping such as it given in (5) [30] 

 

𝑂𝑋 ⇒ 𝑓(𝑋, 𝛼)                                       (5) 
 

where 𝛼 is a set of parameters that associated with the function 𝑓(𝑥). For instant, a given input of 𝑋 and 

a parameter  𝛼 that should be chosen in some who, the machine learning model gives always the 

approximately same output [30]. The number of classes gives an indication about the classification model 

construction. For example, in case of having two classes, the goal here is to construct a binary classifier, 

which is constructed from the training samples. However, the predictor-target value pairs for training the 

machine has a small probability of misclassifying or classification error) on a testing sample which the 

predictor-target value pairs for testing the machine [31]. For instant, as an example the document 

classification problem 𝑋 which is presented as a feature vector. This feature vector consists of a frequency 

of distinct (distribution) keywords, and 𝑌 which presented as a user define category (label) of this 

document [30], [32]. 

The fully connected layer of the CNN structure can be trained by a technique known as Supervised 

Learning. In this technique, input samples are presented to the network together with a set of desired 

responses at the output layer. The differences (errors) between the desired and actual response for each 

node in the output layer, are found. Weight changes in the network are determined according to a certain 

learning algorithm. The objective is to create the input-output model with correct mapping such that for 

unseen inputs, their outputs can be predicted successfully [33]. Learning, or training is a process in which 

the parameters of the network are changed to make differences between the actual output and the desired 

output as small as possible [34]. The weights are initialized in a random manner and changed in the 

direction that reduces error. The change in weights is given in (6). 

 

∆𝑤 = −𝜂
𝜕𝐸

𝜕𝑤
                                          (6) 

 

where 𝜂 is the learning rate that indicates the relative size of change in weights? The output result for 

neuron j from the input units 𝑥𝑖 = (𝑥1, 𝑥2, . . . , 𝑥𝑁) is given in (7): 

 

𝑛𝑒𝑡𝑗 = ∑ 𝑤𝑗𝑖𝑥𝑖 + 𝑤𝑗0
𝑛
𝑖=1 = ∑ 𝑤𝑗𝑖𝑥𝑖 = 〈𝑤𝑗 , 𝑥〉𝑛

𝑖=0                          (7) 

 

where subscript 𝑖 denote an index for the input layer, 𝑗 is an index for the unit of the hidden layer and 𝑛 

International Journal of Computer and Communication Engineering

6 Volume 8, Number 1, January 2019



  

is the number of input units. 𝑤𝑗𝑖 Refers to the input-hidden weights at the hidden unit 𝑗. The output of 

neuron 𝑗 obtained by applying the activation function 𝑓 on the net output 𝑛𝑒𝑡𝑗 is obtained in (8): 

 

𝑦𝑖 = 𝑓(𝑛𝑒𝑡𝑗)                                        (8) 

 

For the hidden units, the outputs to the neuron 𝑘 of the output layer are derived from (10): 

 

𝑛𝑒𝑡𝑘 = ∑ 𝑣𝑘𝑖𝑦𝑗 + 𝑣𝑘0
𝑛
𝑗=1 = 〈𝑣𝑘, 𝑦〉                                (9) 

 

where subscript 𝑘 denotes the index unit of the output layer and 𝑝 is the number of the hidden units. 

 

𝑧𝑘 = 𝑓(𝑛𝑒𝑡𝑘)                                      (10) 
 

4. Propose System 

Twitter is a good starting point for social media opinion analysis because people openly share their 

opinions to the public. This is very different from Facebook, where social interactions are often private. In 

this Paper, we propose such an Opinion-Ming approach that illustrated in Fig. 3 base Deep Learning. The 

propose system has three main parts. The first one is the twitters dataset preprocessing based on the 

Natural Language Processing (NLP) tools. Second ally, Twitters dataset visualization. Finally, Datamining 

approaches for twitters opinion mining prediction and classification based Deep Learning Approach. 

 

 
Fig. 3. Opinion-mining based deep learning propose approach. 

 

4.1. Twitters Dataset Pre-processing Based Natural Language Processing 

In this step, some Natural Language Processing (NLP) tools are implemented for preprocess the twitters 

in term to extract and predict the twitters opinion mining approach. At the beginning, the Twitters data is 

processed to extract the row text from the whole dataset. First, we extract the twitters text from the whole 

Twitters data, then remove the rows of the table with empty reports. After that, we convert the labels in the 
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Twitter opinion column of the table to categorical the twitters opinion in the whole data. Three different 

steps are implemented in this step. Then, we remove words from the bag-of-words model that do not 

appear more than two times in total. After that, we remove any documents containing no words from the 

bag-of-words model and remove the corresponding entries in labels. 

4.2. Twitter Sentiment Dataset Analysis and Visualization 

In this step, we visualize the Twitter's Opinion based on the distribution of the classes in the data using a 

histogram. Which is very common analyses way that can be performed on a large number of tweets is 

sentiment analysis. Sentiment analysis is scored based on the words contained in a tweet. Sentiment 

analysis provides a convenient way to take the pulse of the tweeting public.  The sentiment distributions 

are nearly identical between the two brands, but we can see that tweets mentioning both have clearly 

skewed to the negative. 

4.3. Deep Learning Prediction and Classification 

Datamining approaches are using in this step for Twitters opinion mining production and classification. 

In this task, we use some datamining techniques such as dimensionality reduction and feature selection as 

well as supervised learning classification framework. To implant that, some significant steps are 

implemented such as: Preprocess the training data. Erase the punctuation, convert the text to lowercase, 

and then tokenize. Do not stem or remove words, as these steps can lead to a worse word-embedding fit. 

Word embedding’s map words in a vocabulary to numeric vectors. These embedding’s can capture semantic 

details of the words so that similar words have similar vectors. They also model relationships between 

words through vector arithmetic. For example, the relationship "king is to queen as man is to woman" is 

described by the equation king – man + woman = queen. The input the documents into the deep Learning 

network, convert the documents into sequences of word vectors. In this case, when training the network, 

the software creates mini-batches of sequences of the same length by padding, truncating, or splitting the 

input data. The training Options function provides options to pad and truncate input sequences; however, 

these options are not well suited for sequences of word vectors. Instead, you must pad and truncate the 

sequences manually. If you left-pad and truncate the sequences of word vectors, then the training might 

improve. The first conversion step is to choose a target length, and then truncate documents that are longer 

than it and left-pad documents that are shorter than it. For best results, the target length should be short 

without discarding large amounts of data. To find a suitable target length, view a histogram of the training 

document lengths. Most of the training documents have fewer than 75 tokens. Truncate the training 

documents to have length 75. 

The anonymous function inputted to documents function takes string array input and outputs the first 75 

elements. Convert the documents to sequences of word vectors. To convert the training documents into a 

cell array of sequences, use the example function doc2sequence, shown at the end of this example. The 

columns of each sequence are the word vectors. If you have Parallel Computing Toolbox™ installed, then the 

function loops through the documents in parallel. Otherwise, the function loops through the documents in 

series and can take a few minutes to run. Pad with zeros the documents with fewer tokens than the fixed 

length. To pad sequences of word vectors for Deep Learning network model, you must left-pad the 

sequences. The sequence padding option for Deep Learning network model, by default, right-pads the 

sequences, so you must do this manually. 

Sequences of word vectors for Deep Learning network model, you must left-pad the sequences. The 

sequence padding option for Deep Learning network model, by default, right-pads the sequences, so you 

must do this manually. 
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4.4. Create and Train the Deep Learning Network 

Define the Deep Learning network architecture. To input sequence data into the network, include a 

sequence input layer and set the input size to be the dimension of the word embedding. Next, include a 

Deep Learning Network layer and specify the output size to be 180. To use the Deep Learning Network layer 

for a sequence-to-label classification problem, set the output mode to be 'last'. Finally, add a fully connected 

layer with the same size as the number of classes, a SoftMax layer, and a classification layer. The Deep 

Learning structure model is described in Table 1. 

 

Table 1. Architecture of the CNN Training/Testing Model for the Final Classification Approach 

Layer Number Layer Type 
Parameter 

Kernel No. Dimension 

Layer 1 Sequence Input - 100 

Layer 2 LSTM - 100 

Layer 3 Fully Connected - 3 

Layer 4 SoftMax - - 

Layer 4 Classification Output - Crossentropyex 

 

The general flowchart of the Deep Learning Model that has been used in our approach is illustrated below 

in Fig. 4: 

 

 
Fig. 4. Deep learning twitter opinion mining classification approach. 

 

5. Experimental Results 

In this section, the obtained results of the propose system are evaluated. This work is implemented by 

using Matlab 2017a supported in the windows-10 operating system. Different evaluation results have been 

extracted based on two main categories. The first one is the Twitters opinion statistical observation and 

visualization. The second one is the Twitters opinion production and classification. In our experiments, we 

compare each of the dimensionality reduction algorithm in term to assess the validation and accuracy of the 

experimental results comparing with our approach, a confusion matrix for the detection system is defined 

as an m x m matrix, where m denotes the number of classes. A confusion matrix contains information 
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about actual and predicted classifications done by a detection system. Performance of such systems is 

commonly evaluated using the data in the matrix. Each column of the matrix represents the instances in a 

predicted class, while each row represents the instances in an actual class. The confusion matrix shows the 

classes which are correctly classified and the classes that are misclassified. Confusion matrix is used to 

evaluate these parameters [35]. 

5.1. Airlines Statistical Observation and Visualization 

The first experimental result is to visualize the whole Twitters opinion based on the classes (mood) 

distribution for whole dataset. Fig. 5 and Table 2 show the sentiment analysis (opinion histogram) and the 

statistical measurement for the whole Airlines Twitters dataset based on the observation using the 

statistical measurement for each mood class. 

 

 
Fig. 5. Whole airlines twitters opinion statistical observation. 

 

Table 2. Whole Airlines Statistical Oservation  

No Opinion Class Opinion Class 

1 negative 9178 

2 neutral 3099 

3 positive 2363 

Total  

 

5.2. The Whole Twitters Dataset Visualization:  

 

 
Fig. 6. Word cloud visualization of each twitters mood location. 

International Journal of Computer and Communication Engineering

10 Volume 8, Number 1, January 2019



  

In this experimental result, we visualized the (Twitters location) for the whole Dataset as an indication 

for the twitter opinion locations based on the word cloud visualization. Fig. 6 shows the word cloud 

visualization of each twitters mood location. Extract each individual Airlines Tweets: In this experimental, 

we also extract the statistical observation of each individual Airlines.  

 

 
Fig. 7. Sentiment analysis (opinion histogram) of the Twitters mood for each individual airlines. 

 

Fig. 7 show the sentiment analysis (opinion histogram) of the Twitters mood based on the Twitter 

opinion for each individual Airlines. 

5.3. Negative Reasons Observation of the Whole Airlines 

In this experimental result, we extract and visualized the negative reasons for whole Airlines. Table 3 

shows the negative reasons observation and sentiment analysis for the whole dataset. We extract and 

visualized the negative reasons for each individual Airlines. Table 5 shows the (statistical observation and 

the sentiment analysis) for each individual Airlines in the whole dataset.  

 
Table 3. Negative Reason Observation for Whole Airlines 

No Negative Reason Counted No. 

1 Late Flight 1665 

2 Damaged Luggage 74 

3 Longlines 178 

4 Customer Service Issue 2910 

5 Can not Tell 1190 

6 
Flight Attendant 

Complaints 
481 

7 Cancelled Flight 847 

8 Flight Booking Problems 529 

9 Bad Flight 580 

10 Lost Luggage 724 

 
Table 4. Training Setting Parameter 

Training Parameter Setting Value 

Momentum 0.9000 

Initial Learnning Rate 0.0100 

Learnning Rate Schedule Setting 
DropRateFactor 0.2 

DropPeriod 5 

L2 Regularization 1.0000e-04 
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Training Parameter Setting Value 

MaxEpochs 20 

MiniBatchSize 32 

Verbose 1 

Verbose Frequency 50 

Validation Data Frequency 50 

Validation Patience 5 

Shuffle 1 

Sequence Padding Value 0 

 

Table 5. Statistical Observation of Each Airlines 

Airlines Name Statistical Observation Airlines Name Statistical Observation 

Virgin America 

Negative 181 

US_Airways 

Negative 2263 

Neutral 171 Neutral 381 

positive 152 positive 269 

Delta 

Negative 955 

United 

Negative 2633 

Neutral 723 Neutral 697 

positive 544 positive 492 

Southwest 

Negative 1186 

American 

Negative 1960 

Neutral 664 Neutral 463 

positive 570 positive 336 

 

5.4. Deep Twitters Opinion Mining Training Model 

The performance of the opinion mining detection and classification system using Deep Learning 

Approach can be evaluated using various parameters. By default, train Network uses a GPU if one is 

available (requires Parallel Computing Toolbox™ and a CUDA® enabled GPU with compute capability 3.0 or 

higher). Otherwise, it uses the CPU. To specify the execution environment manually, use the 'Execution 

Environment' name-value pair argument of training Options. Training on a CPU can take significantly longer 

than training on a GPU. 

To train the Deep Learning network first, we have to input the documents into a Deep Learning Network 

structure (LSTM network), by converting the documents into sequences of word vectors. Then when 

training the Deep Learning Network (LSTM Network), the model creates mini-batches of sequences of the 

same length by padding, truncating, or splitting the input data. The training options function provides 

options to pad and truncate input sequences; however, these options are not well suited for sequences of 

word vectors. Instead, of that there is must pad and truncate the sequences manually. The training setting 

parameters that are used in our Deep Learning model is shown in Table 4. 

 

 
Fig. 8. Sequence training documents data conversation. 
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The first step of training the Deep Twitter Opinion Mining prediction is to choose the data (Twitter text) 

target length, and then truncate documents that are longer than it and left-pad documents that are shorter 

than it. For best results, the target length should be short without discarding large amounts of data. To find 

a suitable target length, view a histogram of the training document lengths as is shown in Fig. 8. 

 

 
Fig. 9. Overall performance results of the deep opinion mining approach (training accuracy). 

 

The overall training progress of the Deep Twitter opinion-mining approach using Deep Learning 

approach and the loss function plot are shown in Fig. 8 and Fig. 9. 

 

 
Fig. 10. Predict visualization of the deep twitter opinion mining prediction model. 

 

 
Fig. 11. Overall performance results of the opinion mining approach (lost function). 

 

5.5. Deep Twitters Opinion Mining Visualization and Prediction Model 

To predict and classify the Twitters mood based the trained Deep Learning model for the testing dataset 
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(Twitters text data), we use the trained parameters to predict each Twitter mood using the Deep Learning 

test model. In term of visualize the Twitter Opinion prediction or (Mood) we visualize the top three 

predictions and their scores for each Twitter in the testing data. Sort the prediction scores and select the 

top three values and visualize them. Fig. 10 shows as example of the first tweets in the testing dataset as 

well as the corresponding visualized cores of each predicted mood (opinion). An example of the overall 

Deep Twitter Opinion Mining prediction outcome is shown in Table 6 and the predicted mood visualization 

is shown in Fig. 11. 

 
Table 6. Overall Tested Samples of the Mood Predict Visualization Results 

Twitter Test 

No. 
The Requested Twitter 

The Predicted 

Mood 

Actual 

Mood 

Prediction 

Score % 

1 
virginamerica view of downtown los angeles the hollywood sign 

and beyond that rain in the mountains httptcodw5nf0ibtr 
neutral neutral 0.517001 

10 
virginamerica is it me or is your website down  btw your new 
website isnt a great user experience  time for another redesign 

negative negative 0.737704 

40 
united customer service is atrocious you have disrupted my 

travel plans you have lost my luggage and it is impossible to talk 

to a human 

negative negative 0.902131 

80 
virginamerica i spoke with a representative that offered no 

solution i am a loyal customer who flies on virginatlantic as well 
negative negative 0.713250 

100 

united premier gold desk changes flight waives fees gives me 

wrong flight now jana acosta in salt lake refuses the same 

service angry 

negative negative 0.713250 

1300 

americanair delaney and shawn at dfw showed exceptional 

customer service today will happily choose aa whenever possible 

now thank you 

positive positive 0.625260 

 

6. Conclusion 

Social media has become an important part of modern life, and Twitter is again a center of focus in recent 

events. Whatever your opinion of social media these days, there is no denying it is now an integral part of 

our digital life. Twitter is a good starting point for social media analysis because people openly share their 

opinions to general public. This is very different from Facebook where social interactions are often private. 

In this paper, we propose a Deep Learning framework for Twitter opinion mining prediction and 

classification approach. Also, we used the Deep Learning model for Twitter Opinion abstraction and 

visualization scheme. The main contribution of this work is to propose such a new visualization model for 

Twitter mood prediction based on Deep Learning approach. The propose system visualizes the top three 

predictions and their scores for each Twitter in the testing data after the Deep Learning model is trained 

using the trained dataset that has randomly selected from the original dataset. Then the propose system is 

sorting the prediction scores and select the top three values and visualize it as a main predicted Twitter 

mood (opinion). 
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