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Abstract—Wireless sensor networks have many applications 

such as industrial control, building automation, environmental 

monitoring, etc. IEEE 802.15.4 is a standard defined for WSN 

MAC layer. We present a new analytical model to evaluate the 

behavior of multihop IEEE 802.15.4 with unslotted CA/CSMA. 

Our objective is finding an expression of the busy channel 

probability as a function of the transmission probabilities of 

neighboring nodes. We join the MAC layer and traffic flow in 

this model and apply it to mesh network. OPNET is used as a 

simulation tool. The model is validated by evaluating the node 

throughput and the results are acceptable. 

 

Index Terms—Analytical model, OPNET, IEEE802.15.4, 

wireless sensor networks.  

 

I. INTRODUCTION 

The IEEE 802.15.4 standard was formed for the 

specification of low data rate wireless sensor networks, low 

power and very low complexity [1]. It defines the protocols 

used for the physical (PHY) and medium access control 

(MAC) layer functionalities. The MAC layer has two types of 

CSMA/CA algorithms: slotted and unslotted. The IEEE 

802.15.4 MAC layer supports several network topologies: 

star topology as single hop, and mesh and cluster tree based 

topologies as multihop. In general, a sensor network is 

multihop network with the presence of hidden nodes. 

Many analytical models studied the IEEE 802.15.4 

performance. A large portion of the models proposed are 

derived from the model proposed by Bianchi [2]. For star 

topology, a Markov model for IEEE 802.15.4 slotted mode in 

[3] studied the delay, throughput, and energy consumption 

with saturated throughput. The model presented in [4] 

considered the unsaturated and acknowledged traffic and 

packet retransmissions after a channel access failure for 

slotted CSMA/CD. The work of Di Marco et al. in [5] 

modeled the IEEE 802.15.4 nonbeacon enabled protocol in 

multihop networks. An analytical model in [6] estimated the 

probability of channel access failures in multihop topologies 

considering the probability of channel busy assessment as a 

function of the network traffic, and the backoff window size. 

An approximate analytical technique for the multihop 

networks based on beaconless CSMA/CA was developed in 

[7]. They apply this approach to the performance analysis of 
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tree networks rooted at a data sink. 

In this work, we propose a new analytical model of 

multihop to study the behavior of IEEE 802.15.4 with 

unslotted CA/CSMA using the two dimension Markov chain. 

The model expresses the probability of busy channel for a 

single node in terms of probability of transmission of the 

neighboring nodes taking into account the hidden nodes. 

Neighboring nodes are the nodes in the carrier sensing range 

of this single node. We classify the neighboring node into 

three sets: independent set (IS), the set containing each node 

which is not within the carrier sensing range of each other, 

clique set (CS), containing each node which is within the 

carrier sensing range of each other, and the set of nodes 

which are not in independent or clique sets (not IS or CS). 

The analytical model joints between the traffic flow (routing 

path) and the MAC layer behavior. We validate the model by 

studying the throughput of the network nodes and comparing 

the analytical results with the simulation of the OPNET [8] 

simulation tool. 

The rest of the paper is organized as follows: Section II 

introduces the analytical model using the two dimension 

Markov chain. Section III presents the derivation of the 

probability of busy channel for a single node and the node 

throughput. Section IV presents the simulated results. Section 

V concludes the paper. 

  

II. ANALYTICAL MODEL 

Many models describe the behavior of IEEE 802.15.4 

MAC layer by a Markov chain model [3]–[7]. This paper uses 

the Markov chain model shown in Fig. 1. The backoff time 

slot is considered as the unit of the model for all probabilities 

and durations. Any node has three states: idle state (the node 

is waiting for generating a new packet to be sent), backoff 

state (the node accessing the channel and contenting its 

neighbors) or transmission state (the node is transmitting the 

packet). In this model, the stochastic process is represented 

such that,  

 

𝑋 𝑡 =  

𝑏𝑖,𝑗                𝑖 ∈  0, …𝑚 , 𝑗 ∈ {0, …𝑤𝑖−1}

𝑖𝑑𝑙𝑒                                                                   
𝑡𝑘                                               𝑘 ∈ {0, … 𝐿𝑠}

        (1) 

 

where, 

i → backoff stage.  

j → backoff counter. 

𝑏𝑖 ,𝑗  → backoff state. 

Wi → maximum duration of backoff stage and Wi = min 

{2
BEmax 

, 2
BEmin+i

}. 

BEmin→ minimum number of backoffs. 

𝑚→ maximum number of backoffs (BEmax). 
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𝐿𝑠→ duration of packet transmission expressed in backoff 

time slot units. 

k→ current packet slot being transmitted. 

𝑡𝑘→ transmission state. 

 

 
Fig. 1. Markov chain model of CSMA/CA behavior. 

 

A closed form expression for such distribution chain is 

derived. Let the steady state probabilities of the Markov 

chain 𝑏𝑠 = 𝑝({𝑋 𝑡 = 𝑠}) , for any state s. The state s could 

be  𝑏𝑖 ,𝑗 the backoff procedure, 𝑏𝑡𝑘  the packet transmission 

or 𝑏𝑖𝑑𝑙𝑒  the idle state. According to the chain regularities, we 

have, 

 

𝑏𝑖 ,𝑗 =
𝑤𝑖−𝑗

𝑤𝑖
𝑏𝑖,0                   0 ≤ 𝑗 < 𝑤𝑖                   (2) 

 

where, 

 

 

 

𝑏𝑖 ,0 = α𝑖𝑏0,0                   𝑓𝑜𝑟  𝑖 ≤ 𝑚                   (3) 

 
where α is the probability that the node has busy channel 

assessment. If  𝑞  is the probability of a generating a new 

packet in each time unit and by the normalization condition, 

 

  𝑏𝑖,𝑗
𝑤𝑖−1
𝑗=0

𝑚
𝑖=0 +  𝑏𝑡𝑘 + 𝑏𝑖𝑑𝑙𝑒

𝐿𝑠
𝑘=0 = 1            (4) 

 

Equation (4) can be written in terms of 𝑏0,0, 

 

  𝑏𝑖,𝑗
𝑤𝑖−1
𝑗=0

𝑚
𝑖=0 =   

𝑤𝑖−𝑗

𝑤𝑖
𝑏𝑖,0

𝑤𝑖−1
𝑗=0

𝑚
𝑖=0 =  

𝑤𝑖+1

2
𝑏𝑖,0

𝑚
𝑖=0 =

 
𝑤𝑖+1

2
𝛼𝑖𝑏0,0                                  

𝑚
𝑖=0 (5) 

 

 𝑏𝑡𝑘 = 𝐿𝑠
𝐿𝑠
𝑘=0 𝑏𝑡0

= 𝐿𝑠 1 − 𝛼𝑚+1 𝑏0                    (6) 

 

𝑏𝑖𝑑𝑙𝑒 =
 1−𝑞 

𝑞
                               (7) 

The probability to reach an idle state depends on three 

different state transitions, 

 

𝑏𝑖𝑑𝑙𝑒 =  1 − 𝑞 𝑏𝑖𝑑𝑙𝑒 +  1 − 𝑞 α𝑏𝑚,0 +  1 − 𝑞 𝑏𝑡0
        (8) 

 

The result is, 

 

𝑏0,0 =  
1−𝑞

𝑞
+ 𝐿𝑠 1 − α𝑚+1 +  

𝑤𝑖+1

2

𝑚
𝑖=0 α𝑖 

−1

       (9) 

 

Now, let τ be the probability that a node attempts or starts 

carrier sensing (CCA)in a randomly chosen time slot, τt  bethe 

probability that a node starts packet transmission in a 

randomly chosen time slot, and 𝑇 is denoted as the probability 

the node to be in a transmission state so we get, 

 

τ =  𝑏𝑖,0 =𝑚
𝑖=0  α𝑖𝑏0,0 =

1−α𝑚+1

1−α

𝑚
𝑖=0                (10) 

 

τ𝑡 =  1 − α 𝜏 =  1 − α𝑚+1 𝑏0,0                    (11) 

 

𝑇 =  𝑏𝑡𝑘 = 𝐿𝑠 1 − α τ = 𝐿𝑠τ𝑡
𝐿𝑠−1
𝑘=0                 (12) 

 

III. SYSTEM MODEL 

The network is represented by a graph Gg (V, E) where 

V={v1,…. ,vN} is the vertices representing the nodes of the 

network. E is the edges between vertices where an edge E (i, j) 

represents that node i and node j are within their cs (carrier 

sensing) range of each other. Assume that the cs range and 

the transmission range are the same. Let, for any node vi, the 

neighborhood set Gi contains all the nodes in the cs range of 

node i. Assume a symmetrical channel, such that if vj Gi 

then vi Gj. Any node has a set neighboring nodes Gi and 

number of the subsets equal 2 𝐺𝑖 . Some of them are called 

independent sets which represent simultaneous transmissions 

occurring from one or more nodes in cs range of any node and 

are not competing against each other. The other subsets are 

called Clique sets which indicate transmission from nodes 

that are in cs range of each other. This case does not occur 

only if they start perform CCA at the same time slot and find 

that the medium is not busy, so the start transmission at the 

same time slot and collisions may occur. 

Fig. 2 shows the neighbors of node n, where Gn = {a, b, c, 

d}, then the possible subsets are 2
4
 = 16 subsets presented as: 

({},{a}, {b}, {c}, {d}, {a, b}, {a, c}, {a, d}, {b, c}, {b, d}, {c, 

d}, {a, b, c}, {a, b, d}, {b, c, d}, {a, c, d}, {a, b, c, d}). Empty 

set is not used which means the case of no transmissions.  

Independent sets are ({a}, {b}, {c}, {d}, {a, c}, {a, d}, {b, 

c}, {c, d}), 

Clique sets are ({a, b}, {b, d}) and the remaining of the 

subsets are not IS or CS. 

Channel busy assessment probability α can be expressed as 

the probability that the node detect at least one transmission 

in its cs range from its neighbors. Let 𝛽𝑛  be the event that a 

node transmits a packet, the nodes in Gi be the neighbors of 

node i and Siall be the set that has all possible subsets of the Gi 

except empty group. Number of these subsets is 2 𝐺𝑖  – 1=U. 

Using the inclusion – exclusion principle, we get channel 

busy assessment probability α can be expressed as the 

probability that the node detect at least one transmission in its 

cs range from its neighbors. Let 𝛽𝑛  be the event that a node 
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𝑤𝑖 =  
2𝑖𝑤0 𝑖 ≤ 𝐵𝐸𝑚𝑎𝑥 − 𝐵𝐸𝑚𝑖𝑛
2(𝐵𝐸𝑚𝑎𝑥 −𝐵𝐸𝑚𝑖𝑛 ) 𝑖 ≤ 𝐵𝐸𝑚𝑎𝑥 − 𝐵𝐸𝑚𝑖𝑛

 



  

transmits a packet, the nodes in Gi be the neighbors of node i 

and Siall be the set that has all possible subsets of the Gi except 

empty group. Number of these subsets is 2 𝐺𝑖 – 1=U. Using 

the inclusion – exclusion principle, we get, 

 

1

1

( 1) ( )
i

ui u

u iall

G

k

i n n

k S kn G n S
S S

p p  

  


  
   

  
      (13) 

 

The sum runs over all subsets Su in Siall contain exactly k 

nodes and each of these nodes has position n 𝜖 Gi. In the cases 

of independent set and clique sets, we use (14) and (15) 

respectively, 

 

𝑝  𝛽𝑛𝑛𝜖𝑆𝑢  =  
 
𝑇𝑛 𝑛𝜖𝑆𝑢                       (14) 

 

𝑝  𝛽𝑛𝑛𝜖𝑆𝑢  = 𝐿𝑠 
 

𝜏𝑡𝑛  𝑛𝜖𝑆𝑢                     (15) 

 

The remaining of the subsets depends on the network 

topology. Here an example according to Fig. 2 for the IS 

subset = {a, c}, the probability of this event is TaTc while for 

the CS subset = {a, b}, the probability of this event is 𝐿𝑠τta
τtb

. 

If the subset is not IS or CS as the subset {a, b, c}, then the 

probability of this event is 𝐿𝑠τta
τtb

× 𝐿𝑠τtc
 where nodes a 

and b are within cs range of each other, so they should start 

transmission at the same time independently of the 

transmission of node c. 

 

 
Fig. 2. Neighbors of node n. 

 
Another example the subset {a, b, c, d} which is not IS or 

CS. This event has the probability 𝐿𝑠τta
τtb

τtd
× 𝐿𝑠τtc

. 

Although node a and d are independent but they related to the 

transmission of node b. This group of the three nodes cannot 

make a transmission only if they start transmission at the 

same time and independently of node c packet transmission. 

Suppose that the total arrival rate Q=q/ 

aUnitBackoffPeriod where aUnitBackoffPeriod is the 

duration of the basic time unit in IEEE 802.15.4. Suppose that 

λ is the packet generation rate at any node. According to the 

concept of the traffic flow balance, the total arrival rate at 

node i is the sum of packet generation rate of the node itself 

and the aggregated traffics that are forwarded by the other 

nodes in the neighborhood of it. Traffic flow balance 

equations can be expressed in matrix notation. Suppose that 

Q is a vector of the total arrival rate Q = [Q1,…, QN] and  the 

packet generation rate λ =[ λ1,…, λN]. Define a routing matrix 

M∈ R
N×N

 where 

 

𝑀𝑖𝑗 =  
1        𝑖𝑓 𝑛𝑜𝑑𝑒 𝑗 𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑛𝑜𝑑𝑒 𝑖

   0                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
        (16) 

 

Scaling 𝑀𝑖𝑗  by 𝑅𝑖𝑗  yields to 𝑓𝑖𝑗 = 𝑅𝑖𝑗𝑀𝑖𝑗 , where F is the 

flow traffic matrix. The traffic balance equations are, 

𝑄 = λ + 𝑄𝐹                                     (17) 

 

𝑄 = λ(𝐼 − 𝐹) −1                                      (18) 

 

where I∈ R
N×N 

is the identity matrix. 

Rik is the reliability of packet transmission from node k to 

node i, 

 

𝑅𝑖𝑗 = 1 − 𝑃𝑐𝑓 𝑖𝑗 − 𝑃𝑎𝑓 𝑖                              (19) 

 

𝑃𝑎𝑓 𝑖 = 𝛼𝑖
𝑚+1                                          (20) 

 

𝑃𝑐𝑓 𝑖𝑗 = (1 − 𝛼𝑖
𝑚+1)𝑃𝑐𝑜𝑙𝑙 𝑖𝑗                             (21) 

 
where 𝑃𝑐𝑓 𝑖𝑗 is the probability that the channel is accessed 

successfully but the packet transmission from node i to node j 

has a collision while 𝑃𝑎𝑓 𝑖 is the probability the packet is 

discarded due to successive CCA failures.𝑃𝑐𝑜𝑙𝑙 𝑖𝑗  is defined as 

the probability of a packet collision when this packet 

transmits from node i to node j. Collisions have two cases. 

The first case occurs when one or more nodes in the shared 

region between cs ranges of nodes i and j (𝐺𝑖 ∩ 𝐺𝑗 ) start 

transmit their packets at the same time of node i transmission 

started. The second case occurs because of the hidden nodes 

with respect to node i that are in the cs range of node j, and 

can be defined as (𝐺𝑗 − (𝐺𝑖 ∩ 𝐺𝑗 ) ). These hidden nodes 

engage the medium with a packet transmission to be busy 

when node i makes a transmission to node j. Let Phx the 

probability of collision due to hidden nodes and Psx the 

probability of collision due to shared nodes. 

 

𝑃𝑐𝑜𝑙𝑙 𝑖𝑗 = 𝑃  𝑃ℎ𝑥 𝑖𝑗 ∪ 𝑃𝑠𝑥 𝑖𝑗  = 𝑃ℎ𝑥 𝑖𝑗 + 𝑃𝑠𝑥 𝑖𝑗 − 𝑃ℎ𝑥 𝑖𝑗𝑃𝑠𝑥 𝑖𝑗   (22) 

 

𝑃𝑠𝑥𝑖𝑗 = 𝜏𝑡𝑖 ×  1 −  (1 − 𝜏𝑡𝑘)𝑘∈{𝐺𝑖∩𝐺𝑗 }                     (23) 

 

hxij iP T P                                   (24) 

 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑡ℎ𝑎𝑡 𝑚𝑒𝑑𝑢𝑖𝑚 𝑏𝑢𝑠𝑦 𝑑𝑢𝑒 𝑡𝑜 ℎ𝑖𝑑𝑑𝑒𝑛 𝑛𝑜𝑑𝑒𝑠  
 

𝑃ℎ𝑥 𝑖𝑗 = 𝑇𝑖 ×  (−1)𝑘−1  𝑝( β
𝑛𝑛𝜖 𝑆𝑢 𝑆𝑢  =𝑘

𝑆𝑢 𝜖𝑆𝑖𝑗𝑎𝑙𝑙

|𝐺ℎ𝑖𝑗 |

𝑘=1
)     (25) 

 

where 𝐺ℎ𝑖𝑗 = 𝐺𝑗 − (𝐺𝑖 ∩ 𝐺𝑗 )is the set of hidden nodes of 

node i from neighbors of j node and 𝑆𝑖𝑗𝑎𝑙𝑙  contain all possible 

subsets of Ghij except the empty group. Finally, the 

throughput of node i is defined as the total traffic received 

successfully that routed or forwarded from the other nodes 

 

𝑇ℎ𝑝𝑢𝑡𝑖 = 𝑄𝑖 − λ𝑖                                                   (26) 

 

To obtain the solution of the multihop network model, we 

solve (11), (13), (18) and (19) numerically using the built in 

function f solve of MATLAB software. 

 

IV. NUMERICAL AND SIMULATED RESULTS  

The model proposed is implemented using the MATLAB 

software. To validate our model, the results are compared with 
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the results obtained from the OPNET [8]. 

The network used for evaluation consists of eight wireless 

sensor nodes with mesh network topology as shown in Fig. 3a. 

The lines indicate the neighbors of each node. The carrier 

sensing range is 10 m. The simulation area is 25m × 25m, and 

the simulation time is 500s.The IEEE802.15.4 parameters are 

as follows, the aUnitBackoffPeriod= 320µs, NBmax =4, 

BEmax= 5, BEmin=3. No acknowledgments or retransmissions 

are used.  

Fig. 4 shows the throughput of each node in the network at 

three different values of arrival rate, λ= 10, 1, 0.1 pkt/s and 

fixed packet length, Ls =7.The traffic flow distribution is 

indicated by arrows as shown in Fig. 3b for λ=10 and 1 pkt/s 

and Fig. 3c for λ = 0.1pkt/s. The destination node is node 6. 

Fig. 4 shows that the results of both the analytical model 

and the simulated results from the OPNET are very close 

especially at the low arrival rate. It also shows that node 6 as 

the sink has the highest throughput while the nodes that do 

not forward the traffic have zero throughput. 

 

 
(a)                            (b)                             (c) 

Fig. 3. (a) Main network (b) λ=10, 1pkt/s (c) λ=0.1pkt/s. 

 

 
Fig. 4. Throughput of each node in the network. 

 

 
Fig. 5. Throughput of node 6 for different λ. 

 

 
Fig. 6. Node 6 througput with Ls= 5 to 12in aUnitBackoffPeriod. 

Fig. 5 shows the throughput of node 6 at different arrival 

rates and Ls =7. It also proves that the analytical and 

simulated results are very close. As the arrival rates increases, 

the throughput computed from our model and obtained from 

the OPNET increases. 

Fig. 6 shows the througput of node 6 at arrival rate 1 and 2 

pkt/s and different Ls in the range of 5 to 12. The results 

indicate that the throughput of the analytical model are 

almost equal to the simulated one. As the packet size 

increases, the througput increases. 

 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we propose an analytical model for the 

IEEE802.15.4 MAC layer using unslotted CA/CSMA. The 

model studies the mesh network as a multihop network and 

takes into account the presense of hidden terminal. It joints 

between the MAC and the routing paths. The analytical 

model is evaluated by comparing its throughput results to a 

simulated results obtained using the OPNET. The 

comparison shows that the analytical results have a good  

agreement with the simulated resullts. It also proves the 

validation of the proposed analytical model to model the 

IEEE 802.15.4 multihop wireless sensor networks. 

Futureworks include an extensive study of another metrics 

and MAC performance indicators such as delay and power 

consumption. The model can also be modified easily to be 

more realistic by considering alossy channel instead of the 

assumption of a perfect channel.The model can also be 

implemented in many applications such as investigating the 

optimal routes for IEEE 802.15.4 multi-hop networks. 
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