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Abstract: Bag of words, bigram, or more complex combinations of words are the most among general and 
widely used features in text classification. However, in almost all real-world text classification problems, the 
distribution of the available training dataset for each class often does not match the real distribution of the 
class concept, which reduces the accuracy of the classifiers. Let 𝑊(𝑓) and 𝑅(𝑓) be the discriminating 
power of feature 𝑓 based on the world knowledge and the repository knowledge, respectively. In an ideal 
situation, 𝑊(𝑓) =  𝑅(𝑓) is desirable; however, in most situations, 𝑊(𝑓) and 𝑅(𝑓) are not equal and 
sometimes they are quite different, because the repository knowledge and the world knowledge do not 
have the same statistics about the discriminating power of feature 𝑓. In this paper, this phenomenon is 
called inadequacy of knowledge and we show how this phenomenon could reduce the performance of the 
text classifiers. To solve this issue, a novel feature weighting method is proposed which combines two 
bodies of knowledge, world knowledge and repository knowledge, using a particular transformation T. In 
this method, if both the world knowledge and the repository knowledge indicate a significantly high (resp., 
low) discriminating power of feature 𝑓, the weight of this feature is increased (resp., decreased); otherwise, 
the weight of the feature will be determined by a linear combination of the two weights. Experimental 
results show that the performance of classifiers like SVM, KNN and Bayes improves significantly if the 
proposed feature weighting method is applied on the contextual features such as bigram and unigram. It is 
shown also that pruning some words from the dataset using the proposed feature weighting method could 
improve the performance of the text classifier when the feature sets are created using Doc2vec.  
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1. Introduction 
Text classification is a field of study in data mining, web mining, and text mining. The task is to assign a 

document or a piece of text to one or more classes. Recently, text classification techniques have been applied 
widely to a variety of areas like personality insights, social networks, news and politics, economics, target 
marketing, recommender systems, and medical diagnosis. Therefore, having a highly accurate text 
classification system is highly useful. 

The problem of text classification is defined as follows. Given a training set 𝐷 of documents, 𝐷 =
{𝐷1,𝐷2, … ,𝐷𝑁}, such that each document is labeled with a class value drawn from a set of 𝐾 different 
values {𝐶1,𝐶2, … ,𝐶𝐾}, a document classification model is trained, which relates each document to one of the 
class labels. Once the classification model is trained, it is used to predict the class label of a new document 
or a new piece of text. 
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Like in other pattern recognition applications, the design of text classifiers relies on feature extraction. 
Extracted features should preserve as much of the original document information as possible, while keeping 
the time and space complexity of the extraction process reasonable. Different features for representing a 
document have been proposed. Contextual features like unigram and bigram [1], [2] are among the simplest, 
and are applied in a variety of text mining applications. Other types of features, such as conceptual features 
[3], as well as document-structure features and statistical features like total number of words, number of 
sentences, average length of sentences [4], are proposed for some special applications. 

Many document classification techniques which use such kinds of features have been developed for text 
classification. These include probabilistic models under the naïve Bayes framework [5], [6], SVM (with 
reports of it being one of the currently most accurate techniques for text classification [7]-[9]), Expectation 
Maximization (EM) [10], KNN [11], [12], Artificial neural network [13]-[17], and decision trees [18]. 

As mentioned earlier, in text mining, the most general and widely used features are unigram, bigram, or 
more complex combinations of words, described as follows. Let 𝑇1,𝑇2, … ,𝑇𝑛  denote distinct terms 
(unigrams, bigrams, …) used for indexing documents 𝐷1,𝐷2, … ,𝐷𝑚  of a problem 𝑃 . Document 𝐷𝑖 is 
represented by a term vector defined as: 

𝐷𝑖 = �𝑎1𝑖 ,𝑎2𝑖 , … , 𝑎𝑛𝑖 �
𝑇                                                                              (1) 

where 𝑎𝑗𝑖  is a weight of the term 𝑇𝑗 in the document 𝐷𝑖. The values 𝑎𝑗𝑖  can be just simple frequencies of 
the term 𝑇𝑗 in the document 𝐷𝑖, either normalized or unnormalized. For classification purposes, this 
document model is extended so a document is represented as a tuple: 

𝐷𝑖′ = < 𝐷𝑖 ,𝐶𝑘 >                                                                                   (2) 

where 𝐷 𝑖 is the just defined document vector and, 𝐶𝑘, for 𝑘 = 1,2 … ,𝐾, is the document class. Since these 
terms would be used as the feature set for creating the classifier model, the discriminating power of each 
feature might change the performance of the final document classifier.  

However, in almost all real-world text classification problems, the training sets do not fully and accurately 
capture the characteristics of the problem. In particular, the distribution of the available training data for 
each class often does not match the real distribution of the class concept. Consider 𝑤𝑖  to be a word that 
appears in the training dataset. Let 𝑊𝐾(𝑤𝑖 , c) and Rep(𝑤𝑖 , c) be the relevance of word 𝑤𝑖 to the concept 
of class c based on the world knowledge and repository (training dataset) knowledge, respectively. In an 
ideal situation, it is desirable to have 𝑊𝐾(𝑤𝑖 , c) =  Rep(𝑤𝑖 , c) or at least 𝑊𝐾(𝑤𝑖 , c) ≅  Rep(𝑤𝑖, c); however, 
in most situations, 𝑊𝐾(𝑤𝑖, c) differ significantly from Rep(𝑤𝑖 , c), because the repository knowledge and 
world knowledge do not have the same judgement about the relevance of word 𝑤𝑖 to class c concept. 

Given a repository, define the following term: 

𝑃𝐶𝑘
𝑤𝑖 =

𝑓𝑤𝑖,𝐶𝑘
𝑁𝐶𝑘

                                                                                 (3) 

where 𝑁𝐶𝑘  is the number of documents in class 𝐶𝑘, and 𝑓𝑤𝑖,𝐶𝑘 is the number of documents (of class 𝐶𝑘) 

that have word 𝑤𝑖. Basically, 𝑃𝐶𝑘
𝑤𝑖 is the probability of word 𝑤𝑖 in class 𝐶𝑘 and it could be considered as 

modeling the repository knowledge about word 𝑤𝑖 when the bag of words is used as the feature set. 
To illustrate the use of this probability, consider Fig. 1. This figure shows 𝑃𝐶𝑘

𝑤𝑖  for 9 words of 

20-Newsgroups dataset for two classes: “comp.graphics” and “rec.autos”. Among these 9 words, it is clear 
that some words such as “paint” and “design” are more related to the “comp.graphics” class, whereas certain 
other words such as “device” and “machine” are more related to the “rec.autos” class; however, Fig. 1 shows 
that, based on the repository knowledge, these words figure more prominently in the opposite class. There 
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might be also some other words, like “across”, “bottle” and “complex” which clearly belong to neither of 
these two classes in the world knowledge, but, based on the repository knowledge, there is a strong 
connection between these words and one of the classes. Therefore, by relying on the repository knowledge 
alone, some words like those mentioned above, might degrade the accuracy of the classifier. In this paper, 
this phenomenon is called inadequacy of knowledge. Needless to say, the same phenomenon occurs when 
bigrams or more complicated combinations are used as features. 

 

 

Fig. 1. Relevance of some words to two different classes in the repository. 
 

Also, consider the list of distinctive words of classes. The ones which fall in the same class have related 
meanings. Using this fact, we are going to increase the knowledge of the classifier about the repository 
dataset. Although the similarity of two words could be calculated using the repository dataset, this 
knowledge – the knowledge of similarity of two words using repository dataset - is already considered by 
the classifier and it will not provide additional information about the words. Therefore, an external –and 
superior- source of knowledge about the similarity of words is needed. The details of this external source of 
knowledge will be introduced later. 

Finally, to address the issue of inadequacy of knowledge, two bodies of knowledge are considered at the 
same time: World knowledge, which is an external source of knowledge that carries the general meanings of 
the words, and the repository knowledge, which normally has the domain-confined meaning of each word 
for a given problem 𝑃. To do so, a special transform T on these two bodies of knowledge is proposed, which 
combines the contributions of both bodies of knowledge. After applying the transform, some feature 
weighing functions will be introduced to assign a different weight to each feature. In the next section, the 
details of the proposed method will be presented and discussed. 

An important question that comes to mind is that since the world knowledge is presumably superior to 
the repository knowledge, why is the classifier not trained on the world knowledge directly? The reason is 
twofold: 

1. The repository knowledge normally has valuable domain-knowledge that is often largely masked by 
the (much bigger, generic) world knowledge, and thus its domain-specific contributions should not be 
wasted. 

2. The world knowledge may not be actually available. Instead, information derived (by some other entity) 
from the world knowledge is what is available. Our approach is to use that derived information, not the raw 
text in the world knowledge. 

The rest of this paper is organized as follows. The proposed method for improving the knowledge of the 
classifier for each term (feature) will be explained in Section 2. In Section 3, we present experimental 
results on two well-known datasets, that indicate our feature weighting method can significantly improve 
the performance of text classifiers. The paper concludes in Section 4 with a discussion of the results 
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achieved and some suggestions for future directions. 

2. The Proposed Method 
If a body of knowledge 𝐵 is viewed as world knowledge, we denote it as 𝑈, and if it is the repository 

(training dataset), we denote it by 𝑅. Also, given a problem 𝑃 and an 𝑁-gram 𝑔 (as a feature), denote by 
𝑊𝑅(𝑔) the weight assigned to the feature 𝑔 by a weight function 𝑊𝑅 based on 𝑅 in the domain of 
problem 𝑃. Basically, 𝑊𝑅(𝑔) models the knowledge of 𝑅 about the 𝑁-gram 𝑔 in the domain of problem 
𝑃. For example, 𝑊𝑅 could be Tf-idf. Also, we view 𝑊𝑈(𝑔) as a weigh assigned to the 𝑁-gram 𝑔 by a 
weight function 𝑊𝑈 based on world knowledge 𝑈 and regardless of problem 𝑃. 

In this section, a method will be proposed which combines 𝑊𝑅(𝑔) and 𝑊𝑈(𝑔) to create 𝑊𝑅𝑈(𝑔) for 
each 𝑁-gram 𝑔. The resulting 𝑊𝑅𝑈(𝑔) models the discriminating contribution of 𝑁-gram 𝑔 (as a feature) 
to the classification problem 𝑃 based on both the world knowledge and the repository knowledge. To do so, 
a graph representation is used to visualize how 𝑊𝑅(𝑔) could use 𝑈 (world knowledge) to create 𝑊𝑅𝑈(𝑔). 
Also, to facilitate the understanding of our method, 𝑁 is considered to be 2 (bigram). 

Goal: The goal is to derive a graph 𝐺𝑅𝑈(𝑉,𝐸), where the nodes in 𝑉 are the words in the repository, and 
each edge �𝑤𝑖 ,𝑤𝑗� between two words 𝑤𝑖  and 𝑤𝑗  is given a weight 𝑊𝑅𝑈�𝑔 = 𝑤𝑖𝑤𝑗�. These weights could 
later be used for feature reduction, or feature weighting in the training phase of the classifiers. 

Input: There are two input graphs.  
 

   
  

 
 

    
 

𝑊𝑅(𝑒) = var ��𝑃𝐶1
𝑤𝑖𝑤𝑗 ,𝑃𝐶2

𝑤𝑖𝑤𝑗 , … ,𝑃𝐶𝐾
𝑤𝑖𝑤𝑗��                                                              (4) 

𝑃𝐶𝑘
𝑤𝑖𝑤𝑗 =

𝑓𝐶𝑘
𝑤𝑖𝑤𝑗

𝑁𝐶𝑘
                                                                                (5) 

where 𝑁𝐶𝑘  is the number of documents in class 𝐶𝑘, and 𝑓𝐶𝑘
𝑤𝑖𝑤𝑗 is the number of documents (of class 𝐶𝑘) 

that have both words 𝑤𝑖 and 𝑤𝑗 . Finally, 𝑊𝑅(𝑒) is the variance of all 𝑃𝐶𝑘
𝑤𝑖𝑤𝑗  for 𝑘 = 1,2 … ,𝐾. 

Note that all the three graphs 𝐺𝑅𝑈(𝑉,𝐸),𝐺𝑅(𝑉,𝐸) and 𝐺𝑈(𝑉,𝐸) are fully connected graphs with the same 
nodes. 

Transform: A transform function T is needed to merge the problem P knowledge graph (i.e., repository 
knowledge graph,  𝐺𝑅(𝑉,𝐸)) with the world knowledge graph 𝐺𝑈(𝑉,𝐸): 

𝐺𝑅(𝑉,𝐸) + 𝐺𝑈(𝑉,𝐸)
𝑇
→ 𝐺𝑅𝑈(𝑉,𝐸)                                                                       (6) 

�𝑊𝑅(𝑔),𝑊𝑈(𝑔)� → 𝑊𝑅𝑈(𝑔)                                                                           (7) 

where the details of the transform, specifically the value of 𝑊𝑅𝑈(𝑔), will be provided later in this section. To 
illustrate visually the desired effect of the transform, consider an example of a classification problem P with 
two classes 𝐶1and 𝐶2. After some preprocessing (like tokenizing, stopword removal, etc.) on the repository 
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The first is 𝐺𝑈(𝑉,𝐸), which is purely based on the world knowledge regardless of problem 𝑃. Each 
edge 𝑒 = �𝑤𝑖,𝑤𝑗� of 𝐺𝑈(𝑉,𝐸) is assigned a weight 𝑊𝑈�𝑤𝑖𝑤𝑗�, a value representing the similarity between 
the two words 𝑤𝑖 and𝑤𝑗 based on world knowledge. Since there is no standard comprehensive similarity 
metric between two words at this time, we will use Google’s pre-trained model [19], which includes word 
vectors for a vocabulary of 3 million words and phrases that they trained on roughly 100 billion words from 
a Google News dataset. 

The second graph is 𝐺𝑅(𝑉,𝐸) which is purely based on the repository knowledge. Each edge 𝑒 =
�𝑤𝑖 ,𝑤𝑗� of 𝐺𝑅(𝑉,𝐸) is assigned a value 𝑊𝑅(𝑒) representing the similarity between two words 𝑤𝑖 ,𝑤𝑗
relatively to the repository:



  

samples, seven words have remained: 𝑉 = {𝑤1,𝑤2,𝑤3,𝑤4,𝑤5,𝑤6,𝑤7}. In a very simple scenario, suppose 
that based on 𝑊𝑅𝑈(𝑔),𝑉1 = {𝑤1,𝑤2,𝑤3} are the words related to 𝐶1 and 𝑉2 = {𝑤4,𝑤5,𝑤6,𝑤7} are the 
words related to the 𝐶2 class. The graph 𝐺𝑅(𝑉,𝐸) is shown in Fig. 2. In this figure, the thickness of every 
edge �𝑤𝑖 ,𝑤𝑗� is based on the weight 𝑊𝑅�𝑤𝑖𝑤𝑗�: the higher the weight, the thicker the edge. Observe in Fig. 
2 that there are some low-weight edges between some pairs of words of the same class, such as (𝑤5,𝑤6), 
and that there are some high-weight edges between some words from different classes, such as (𝑤1,𝑤7). 
Such phenomena occur due to the inadequacy of knowledge (or, more accurately, inadequate representation) 
of R about problem 𝑃. 
 

 
Fig. 2. A typical graph 𝐺𝑅(𝑉,𝐸). 

 
Fig. 3. A typical graph 𝐺𝑅𝑈(𝑉,𝐸) after transformation T. 

 
By applying a good graph transform T on 𝐺𝑅(𝑉,𝐸) and 𝐺𝑈(𝑉,𝐸), the resulting graph 𝐺𝑅𝑈(𝑉,𝐸) will be 

like the graph in Fig. 3: the edge weights between the words of the same class are high, while the edge 
weights between the words from different classes are low. 

   
 

 

𝑊𝐵
𝑛𝑛𝑛𝑚(𝑒𝑘) =

𝑊𝐵(𝑒𝑘)
max(all 𝑊𝐵(𝑒𝑙)| 𝑒𝑙 ∈ 𝐸 )

                                                             (8) 

The term 𝑊𝐵
𝑛𝑛𝑛𝑚(𝑒𝑘) is the normalized similarity weight between two words 𝑤𝑖  and 𝑤𝑗 relative to the 

body of knowledge B.  

EquiSimB(𝑒𝑘,𝑤) =
min�𝑊𝐵

𝑛𝑛𝑛𝑚(𝑤𝑖 ,𝑤),   𝑊𝐵
𝑛𝑛𝑛𝑚�𝑤𝑗 ,𝑤� �

max�𝑊𝐵
𝑛𝑛𝑛𝑚(𝑤𝑖 ,𝑤),   𝑊𝐵

𝑛𝑛𝑛𝑚�𝑤𝑗 ,𝑤� �
                                       (9) 

which is meant to represent the extent of equidistance (or rather equi-similarity) between a word w and the 
two words 𝑤𝑖  and 𝑤𝑗 , relative to the body of knowledge 𝐵. Observe that the more equal the similarity 
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Before detailing the graph transform, some terms will be defined first, relative to a body of knowledge 𝐵, 
where 𝐵 can be the world knowledge 𝑈 or the repository knowledge 𝑅. Consider an edge 𝑒𝑘 = (𝑤𝑖 ,𝑤𝑗)
between two words 𝑤𝑖 and 𝑤𝑗:



  

between 𝑤 and 𝑤𝑖 is to the similarity between 𝑤 and 𝑤𝑗 , the greater the value of EquiSimB(𝑒𝑘,𝑤). Note 
also that EquiSimB(𝑒𝑘,𝑤) is always between 0 and 1.  

                                        (10) 

The term 𝑊𝐵
𝐴𝑁𝐴 is the overall (i.e., cumulative) equi-similarity to the two words 𝑤𝑖  and 𝑤𝑗 from all the 

words in the neighborhood of {𝑤𝑖 ,𝑤𝑗} in the body of knowledge B. Since the graph of B is fully connected, 

the neighborhood of {𝑤𝑖 ,𝑤𝑗}  is 𝐵 − �𝑤𝑖 ,𝑤𝑗�.  Because the weight of the majority of edges in 
𝐺𝑅(𝑉,𝐸) and 𝐺𝑈(𝑉,𝐸) are close to zero, and to reduce the computation time, we reduce the neighborhood 
of {𝑤𝑖 ,𝑤𝑗} to the top 20% of the most highly weighted edges incident to the two words {𝑤𝑖 ,𝑤𝑗}.  

𝑊𝐵
𝑁𝐶𝐴(𝑒𝑘) =

𝑊𝐵
𝐴𝑁𝐴(𝑒𝑘)

 max(all 𝑊𝐵
𝐴𝑁𝐴(𝑒𝑙) | 𝑒𝑙 ∈ 𝐸)  

                                                 (11) 

which is the normalized cumulative equi-similarity (NCE), so that it is always between 0 and 1.  
Using the above definitions, the graph transform procedure is defined next. In this algorithm, 𝛾1 and 𝛾2 

are two thresholding parameters that should be experimentally optimized. The optimized values might be 
different for different repositories. 
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𝑊𝐵
𝐴𝑁𝐴(𝑒𝑘) = � EquiSimB(𝑒𝑘,𝑤)

𝑤∊neighborhoodB��𝑤𝑖,𝑤𝑗��



  

   

      
  

  
  
  

3. Experiments and Discussion 
 Datasets 3.1.

In our experiment, we use two corpora: Reuters [20] and 20 Newsgroups [21] data sets. The 20 
Newsgroups data set is a collection of about 20,000 newsgroup documents, divided across 20 different 
newsgroups in variety of topics such as computer, religion and politics. The Reuters-21578 dataset contains 
documents collected from the Reuters newswire in 1987. It is a standard text categorization benchmark and 
contains 21,578 samples in 135 categories. As a preprocessing step on the Reuters dataset, all categories 
that have less than 100 documents in the training set and the test set have been removed. The remaining 
dataset has 20 categories with a training set of 5,887 documents and a test set of 2,323 documents. 

 World Knowledge 3.2.
Since there is no standard comprehensive similarity metric between two words at this time, we will use 

Google’s pre-trained model [19], which includes word vectors for a vocabulary of 3 million words and 
phrases that they trained on roughly 100 billion words from a Google News dataset. This model has been 
provided using Gensim, which is a mature well-known open-source vector space modeling and topic 
modeling toolkit implemented in Python. 

 Feature Weighting 3.3.
In this section, a feature weighting method will be introduced for when unigrams and bigrams are used as 

the feature set. However, it is also possible to weight any N-grams, e.g. trigrams. 
Weighting of one-gram features: the weight 𝒲(𝑤𝑖)of each word 𝑤𝑖 , could be calculated using the 

following formulas: 

𝒲(𝑤𝑖) =
𝑁(𝑤𝑖)

max�𝑁�𝑤𝑗��𝑤𝑗 ∈  bag of words }
                                                    (12) 

𝑁�𝑤𝑗� = � 𝑊𝑅𝑈�𝑤𝑗 ,𝑤𝑘�
𝑤𝑘∈ bag of words

                                                       (13) 

 
Also, the weight 𝒲(𝑏𝑖𝑗)of each bigram 𝑏𝑖𝑗 could be calculated using the following formula: 

𝒲(𝑏𝑖𝑗) =
𝑊𝑅𝑈�𝑤𝑖 ,𝑤𝑗�

max{𝑊𝑅𝑈(𝑤𝑘,𝑤𝑙) |(𝑤𝑘,𝑤𝑙) ∈  𝐸 }
                                                   (14) 

 Experiments  3.4.
The first experiment shows how the proposed method of using the world knowledge could improve the 
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Based on the first condition of this algorithm, i.e. (𝑆𝑈 < 𝛾1and 𝑆𝑅 < 𝛾1)or(𝑆𝑈 > 𝛾2and 𝑆𝑅 > 𝛾2), if both 
world knowledge and repository knowledge indicate a significantly high or low similarity between two 
words �𝑤𝑖 ,𝑤𝑗�, then the mean average of 𝑊𝑈(𝑒𝑘) and 𝑊𝑅(𝑒𝑘) will be assigned to 𝑊𝑅𝑈(𝑒𝑘) which indicates 
that both sources of knowledge have the same amount of effect on 𝑊𝑅𝑈(𝑒𝑘). However, if this condition is 
not satisfied, then the similarity between the two words based on their neighborhood is also taken into 
consideration to find the maximum similarity between two words, by considering the words themselves 
and their neighborhood. To do so, first, the maximum normalized similarity weight between weights 
𝑊𝐵

norm(𝑒𝑘) and 𝑊𝐵
NCE(𝑒𝑘) relative to the body of knowledge B is selected. Then, a weighted combination of 

the weights 𝑊𝐵(𝑒𝑘)′s is assigned to 𝑊𝑅𝑈(𝑒𝑘) which combines the contributions of both bodies of 
knowledge 𝑈 and 𝑅.



  

repository knowledge about the words which were mentioned in Section 2. The initial knowledge of 
repository about the word 𝑤𝑖 could be defined as following: 

𝒲𝑖𝑛𝑖𝑖(𝑤𝑖) =
𝑁𝑅(𝑤𝑖)

max�𝑁𝑅�𝑤𝑗��𝑤𝑗 ∈  bag of words }
                                                       (15) 

𝑁𝑅�𝑤𝑗� = � 𝑊𝑅�𝑤𝑗 ,𝑤𝑘�
𝑤𝑘∈ bag of words

                                                             (16) 

   

   
 

 
 

 
 

 
 

As mentioned before, the proposed method has four parameters, namely, 𝛾1, 𝛾2,𝛼 and 𝛽. Since 𝛾1 and  𝛾2 
could be optimized separately from 𝛼 and 𝛽, 𝛾1 and  𝛾2  are experimentally optimized first, and then 
𝛼 and 𝛽, using the 20-Newsgroups and Reuters datasets separately, and based on the F-measure as the 
performance metric.  

To train the classifiers, a weighted feature set of unigrams and bigrams were used. Also, the performance 
of the different values for these parameters were evaluated using the F-measure, and assumed the SVM 
classifier (due to its often-superior performance). 

Also, the experimental results showed that to have optimum F-measure, the optimized values 
for 𝛾1, 𝛾2,𝛼 and 𝛽 parameters are different based on the selected repository. Table 1 shows the optimized 
values of these parameters based on the F-measure on Reuters [20] and 20-Newsgroups [21] data sets. 

In the next experiment, the performance of the proposed feature weighting method will be evaluated on 
several widely-used text classification algorithms on the mentioned datasets. Specifically, SVM, KNN and 
Bayes classifiers are trained using the same feature set, i.e., the tf-idf of unigrams and bigrams. However, 
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Based on the above definitions, 𝒲𝑖𝑛𝑖𝑖(𝑤𝑖) shows the discriminating power of word 𝑤𝑖 based on 
repository knowledge. This weight is higher as the similarity (i.e. co-occurrences in the same text) of the 
word 𝑤𝑖 and its neighbor words is higher. Also, 𝒲(𝑤𝑖) is the discriminating power of word𝑤𝑖 based on 
both world and repository knowledge. Fig. 4 shows the discriminating power of the words that were 
mentioned in Section 2. As it is shown in this figure, although some words like “paint”, “design”, “starter” and 
“machine” (consider them as group A) have highly conceptual correlation to either “comp.graphics” class or 
“rec.autos” class, based on the repository knowledge they have the same discriminating power as other 
words like “across”, “bottle” and ”complex” (consider them as group B). However, it is shown in this figure 
that by considering both the repository and the world knowledge, the discriminating power of the words in 
group A has been increased, while it has been reduced for the words in group B.

Fig. 4. The discriminating power of some words before the transform 𝒲𝑖𝑛𝑖𝑖(𝑤𝑖) (weight-init(w)) and after 
the transform 𝒲(𝑤i) (weight(w)).



  

when our feature weighting method is not used, the feature set type is considered to be unweighted, and 
when our feature weighting method is used, the feature set type is considered to be weighted. Table 2 and 
Fig. 5 show the performance of these classifiers using different types of feature sets as mentioned above. As 
it is shown in this table, the performance of the mentioned classifiers has been improved after using the 
weighted feature sets. 

 
Table 1. Optimized Values of the 𝛾1, 𝛾2,𝛼 and 𝛽 Parameters Based on F-Measure on Reuters and 

20-Newsgroups Datasets 
Dataset 𝛾1 𝛾2 𝛼 𝛽 

Reuters 0.08 0.91 0.61 0.39 

20-Newsgroups 0.09 0.89 0.65 0.35 

 
Table 2. Performance Evaluation of Some Classification Algorithms on Reuters and 20-Newsgroups Datasets 

Using Different Feature Set Type 
Feature set + Algorithm Feature set 

type 
F-measure 

Reuters 20-Newsgrou
ps 

(Unigram,bigram)+SVM unweighted 86.3 88.7 
(Unigram,bigram)+SVM weighted 89 90.6 
(Unigram,bigram)+KNN unweighted 82.7 85.3 
(Unigram,bigram)+KNN weighted 85.6 87.9 

(Unigram,bigram)+Bayes unweighted 83.1 85.2 
(Unigram,bigram)+Bayes weighted 84.5 87.3 

 

 
(a) 20-Newsgroups dataset 

 
(b) Reuters dataset 

Fig. 5. Performance evaluation of some recently classification algorithms on 20-Newsgroups (a) and Reuters 
(b) datasets using different feature set type (unweighted means our method is not used and weighted 

means our method is used). 
 

Also, to evaluate the performance of the proposed method on some Neural Network methods, the two 
following well-known solutions are considered: 

• Using Doc2vec [22] to generate the feature vectors and train an optional classifier like SVM. 
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Doc2vec is an unsupervised algorithm to generate feature sets for sentences/documents using 
Neural Network. In this paper, a pre-trained Doc2vec model [23] which has been trained on the 
English Wikipedia was used to generate the feature set of each textual sample.  

• Using Convolutional Neural Networks (CNN) [24] to generate the classifier model: CNN is a type 
of feed-forward artificial neural network. It uses a variation of multilayer perceptron designed to 
require minimal preprocessing, and has shown good performance in different applications. 

Since the unigram and bigram features are not used for two above solutions, our feature weighting 
method cannot be used for these solutions. Instead, the following pruning process would be applied on the 
dataset before the training phase of the above solutions: 

“Removing all words from the dataset whose 
𝒲(𝑤𝑖) < threshold T.” 

Table 3 shows the performance of these two methods using different types of input training dataset, i.e. 
original dataset or pruned dataset. Looking at Table 3, one can observe the following: 

• The performance of the SVM classifier when Doc2vec is used for creating the feature set has been 
improved after applying the aforementioned pruning process on the dataset. Note also that the 
highest F-measure is gained when T=0.11 and as the threshold T is increased above 0.11, the 
F-measure drops. 

• The performance of the CNN is not improved. This experiment shows that as the threshold value 
is increased, the F-measure drops quickly. The reason that our proposed method could not 
improve CNN is, the input of CNN is a set of features which come from some other pre-trained 
world knowledge models like word2vec. On the other words, CNN is trained using both the world 
knowledge and the repository knowledge. So, purely removing some under-weighted words 
(using the mentioned pruning process), as in our method cannot improve it.  

 
Table 3. Performance Evaluation of Some Recently Classification Algorithms on Reuters and 20-Newsgroups 

Datasets Using Original Dataset and Pre-processed Dataset 
Dataset type + Method F-measure 

Reuters 20-Newsgroups 
Original dataset + (Doc2vec, SVM) 87.3 90 

Pruned dataset (T=0.05) + (Doc2vec, SVM) 89.6 91.6 

Pruned dataset (T=0.11) + (Doc2vec, SVM) 90.4 92.3 

Pruneddataset (T=0.15) + (Doc2vec, SVM) 89.7 91.4 
Original dataset + (CNN) 91.2 93.6 

Pruneddataset (T=0.05) + (CNN) 90.4 92.3 
Pruneddataset (T=0.10) + (CNN) 88.7 90.5 
Pruneddataset (T=0.15) + (CNN) 86.5 88.2 

 

4. Conclusion and Future Work 
In almost all real-world text classification problems, the training sets are not comprehensive. Therefore, 

the classifier models are built using incomplete information, which could reduce their performance. In this 
paper, to solve this issue, a novel feature weighting method was introduced. 

To do so, two bodies of knowledge, world knowledge and repository knowledge, have been combined 
using a special transform T that was introduced and optimized. If both the world knowledge and the 
repository knowledge indicate a significantly high/low correlation between a feature and a class, the weight 
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of the feature is increased/decreased, however if the two bodies of knowledge don’t agree, then the weight 
of the feature will be determined by a linear combination of the two feature weights from the two bodies of 
knowledge; these values are an indicator of the discriminating power of the feature using the two bodies of 
knowledge. 

The performance of the feature weighing method has been evaluated on some widely-used classification 
algorithms, namely, SVM, KNN and Bayes classifiers. These classifiers were trained using the same feature 
set; i.e. bigram and unigram in tf-idf manner. The evaluation results showed that the performance of these 
classifiers has been improved using our feature weighting method. In a separate experiment, the SVM 
classifier was also trained using Doc2vec features. This experiment showed that by pruning some unrelated 
words from the dataset using our feature weighting method, the performance of the classifier could be 
improved too. In another experiment, when our method was applied to CNN, the results showed that 
performance of the CNN is not improved. The reason is that the input of CNN is a set of features which are 
derived from some other pre-trained world knowledge models like word2vec. Therefore, the mentioned 
method of using the world knowledge could not improve the performance of CNN.  

As part of our future research, we will explore alternative ways of using the world knowledge to improve 
the performance of the CNN classifiers. Also, we will test the improvement in performance when using 
N-grams for large values of N beyond bigrams. 

Also, to generalize our proposed method for using different sources of knowledge, in the future research 
work, we will focus on transfer learning or inductive transfer to use the stored knowledge while solving one 
problem and applying it to a different but related problem conclusion section is not required.  
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