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Abstract: Emotional quotient (EQ) is one of the main factors determining the outcome of a learning process. 

A cognitive-affective states that usually appear during a learning process are bored, confuse, and 

excited/enthusiastic. Emotion state can be detected by identifying human facial expressions. Here, Principal 

Component analysis (PCA) and Gabor features extract salient information from facial expression database. 

Each feature space obtained from these methods is then classified using multi-class Support Vector Machine 

(SVM) with two cross-validation methods, Holdout and 10-fold cross validation. Experiment results show 

that classification process using Gabor features and 10-fold cross validation of multi-class SVM give the best 

accuracy rate.  
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1. Introduction 

In academic learning, study outcome is not only determined by Intelligent Quotient (IQ). Another factor 

such as Emotional Quotient (EQ) also has a significant role in deciding the output of each student. IQ only 

participates about 20% for the success of learning process, and 80% is affected by other parameters such as 

EQ. Emotional Quotient (EQ) is a competence to motivate own self, control negative emotion, redeem 

frustration, empathize and work together in a group of people [1]. 

P. Ekman divided human emotion into six primary groups, which are fear, anger, happiness, sadness, 

disgust, and surprise [2]. The relevance of these feelings toward a learning process is still being questioned 

by many researchers. Hence, they tried to find another alternative term of emotions that affecting the 

output of learning process. William Damon classified emotion into two categories, positive and negative 

emotion. Negative emotion may motivate willingness to study by giving a punishment when the student 

fails to achieve the goal. Otherwise, positive emotion can increase students’ empathy towards people and 

process in a learning environment [3]. Instead of using basic emotions to measure the output of learning 

process, several researchers suggested using a set of cognitive-affective states as emotions that usually 

arose during a learning session. Those affective states were boredom, confusion, delight, engaged 

concentration, and surprise that could be identified based on the human facial expression [4]. Paul Ekman 

has proposed 46 Action Unit (AU) which express facial features movements as a form of emotion 

representation [5]. 

Computer vision techniques have been widely used to process human facial images, either for detection 
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or recognition purpose. Two primary processes in face recognition areas are feature extraction and 

recognition or classification. In the past years, many researchers had used Principal Component Analysis 

(PCA) or known as Karhunen-Loeve method for face recognition purpose [6]-[8]. The main idea of this 

algorithm is representing the significant variations in facial images in a lower dimensionality size. Hence, it 

can reduce the cost of computing extraction process both of memory and time consumption. Another 

popular algorithm for features extraction is Gabor features. Many other researchers also employed Gabor 

filter to extract significant features from facial image database [9]-[12]. The main reason of Gabor features 

popularity is its insensitivity towards pose variations and lighting condition. Hence, it can keep useful 

features as much as possible [13], [14].  

Support Vector Machine (SVM) and its variant, Multi-class SVM, have been widely used to classify data 

into a respected group based on fitted parameters condition. As opposed to the initial purpose of SVM, 

which is only processing binary classification, Multi-class SVM tries to map data into n multiple of classes, 

with n > 2. Many approaches have been proposed to compute multiclass classification effectively. Those 

methods are “one-against-all”, “one-against-one”, “directed acyclic graph (DAG)", and ECOC (Error Corrected 

Output Coding)" [15]-[17]. 

The purpose of this research is to classify human emotion based on facial expressions image. We focus 

only on three cognitive-affective emotions which affecting the outcome of a learning process: bored, confuse, 

and excited or enthusiastic. Here, we compare the correct rate of PCA and Gabor features extraction 

methods classified with multi-class SVM. 

2. Features Extraction 

 Principle Component Analysis (PCA) 2.1.

Principal Component Analysis (PCA) which also called as Karhunen-Loeve expansion has been widely 

used to create features representation of relevant information in data, such as images database. The goal of 

PCA is to reduce the dimensionality of image matrix representation while keeping as much as possible 

useful features and variations present in the original database. Given A, matrix representation of all pictures 

in the database with the dimensionality of N, PCA will reduce its dimensionality to K where K << N.  

Assume that facial images database consist of n numbers of data, {xi} where i = 1, 2, …, n. Each image has a 

dimensionality of N (width x height of the image). Equation (1) denotes the projection from facial space into 

features space of dimension K, where K < N. The primary purpose of PCA is to maximize the variance of {yi} 

as described in equation (2). Let Sx is the covariance matrix of {xi}, and then by using Lagrangian multiplier 

we can get the eigenvector as defined in equation (3). 

 

𝑦 = 𝐴𝑥, 𝐴 = [𝑈1
𝑇, 𝑈2

𝑇, … , 𝑈𝑘
𝑇]                               (1) 
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𝑋𝑖 = ∑ (𝑥𝑖
𝑇𝑈𝑘)𝑈𝑘

𝑁
𝑘=1

𝑆𝑥𝑈𝑘 = 𝜆𝑘𝑈𝑘

                                  (3) 

 

where, 𝑈𝑘: The eigenvector of 𝑆𝑥 corresponding to the k-largest eigenvalues. 
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 Gabor Features 2.2.

Gabor filter has characteristics that less sensitive towards pose and orientation variations. Equation (4) 

defines Gabor filters for features extractions. 

 

𝜓𝜇,𝜈 =
‖𝑘𝜇,𝜈‖

2

𝜎2 𝑒
(−‖𝑘𝜇,𝜈‖

2
‖𝑧‖2/2𝜎2)

[𝑒𝑖𝑘𝜇,𝜈
𝑧

− 𝑒−
𝜎2

2 ]                       (4) 

 

𝑘𝜇,𝜈 = 𝑘𝑣𝑒𝑖𝜑𝑢

𝑘𝑣 =
𝑘max

𝑓𝑣 , 𝜑𝑢 = 𝜋𝜇/8
                                 (5) 

 

where,  

𝜇: Orientation 

𝜈: Scale of Gabor filters 

𝑧: Pixel value at (𝑥, 𝑦) position 

𝑘max: Maximum frequency 

𝑓: Spacing factor between kernels in the frequency domain 

Gabor features perform convolution by employing Gabor filter to extract features information from the 

database as described in equation (6). 

𝐹𝜇,𝜈(𝑧) = 𝐼(𝑧) × 𝜓𝜇,𝜈(𝑧)                               (6) 

 

3. Multi-class Support Vector Machine 

Multi-class SVM is employed to tackle multiclass classification problems. Here, each point in the data 

training could belong to more than one different groups of class. The main purpose of multiclass 

classification is to construct a function that will correctly predict the label to which a data point should 

belong. In this research, we use "one-against-all" or "one-versus-rest" method to perform multiclass 

classification of facial expression emotion. Given k numbers of a different class, then it will construct k SVM 

models. Each i-th SVM model is trained using all facial images in the i-th class as correct labels, and the rest 

of pictures as negative labels. 

Given m numbers of training data, then the i-th SVM model will solve the problem as stated in (7). The 

function will map training data xi to a higher dimensional space. If it cannot be linearly separated, then 

penalty parameter C will be given. The purpose of this computation is to maximize the distance between 

two classes of data. Hence, x belongs to one class with the largest value of decision function as depicted in 

(8). 
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𝑤𝑖 , 𝑏𝑖 , 𝜉𝑖

1

2
(𝑤𝑖)

𝑇
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2 (𝑤𝑖)
𝑇

𝜙(𝑥𝑗) + 𝑏𝑖 ≤ −1 + 𝜉𝑗
𝑖 , if 𝑦𝑗 ≠ 𝑖.

3 𝜉𝑗
𝑖 ≥ 0, 𝑗 = 1, … , 𝑚

                       (7) 

 

class of 𝑥 ≡ arg max𝑖=1,…,𝑘 ((𝑤𝑖)
𝑇

𝜙(𝑥) + 𝑏𝑖)                        (8) 

 

4. Results and Discussions 
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This research has a purpose of classifying student cognitive-affective state based on still images of facial 

expressions. Based on the observation of classroom activities and literature mentioned, three dominants 

emotions that arise during learning process are Bored, Confuse, and Excited/Enthusiastic. 

 Emotions Database 4.1.

Human emotions can be perceived by interpreting facial expression or mimics. A total of 408 facial image 

expressions of Indonesian student were collected to build a database that represents three kinds of 

emotions: Bored, Confuse, and Excited/Enthusiastic. Each facial expression of 300x300 pixels size was 

captured from frontal view direction with the non-uniform lighting condition. 

Fig. 1 illustrates a sample of facial expression images in the database. Several different expressions can 

portray one particular emotion state. The first two columns (a) depict different kinds of facial mimics that 

identify a bored emotion state. The next two columns (b) shows expression for a confuse emotion. Last 

columns (c) express mimics for excited/enthusiastic feeling. 

 
Fig. 1. Emotion expressions of (a) bored (b) confuse and (c) excited/enthusiastic. 

 Application Architecture 4.2.

Fig. 2 shows the application architecture to identify an emotional state of facial expressions data. First, 

image pre-processing is executed to maximize the quality of data by eliminating noises or unimportant 

information in pictures. Next, PCA and Gabor features algorithm is employed to extract salient features of 

facial expressions. Then, multi-class SVM classified the testing data based on the training data that selected 

from the database. Classification model will map the testing data to an appropriate cluster and generate the 

correct rate value that represents the accuracy of multi-class SVM model. 

 
Fig. 2. Emotion classification architecture. 
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 Discussions 4.3.

Two algorithms, Principal Component Analysis (PCA) and Gabor Features, were employed to generate 

two set of facial features extracted from a single database. Each features space was then classified using 

Multi-class Support Vector Machine (multi-class SVM). Holdout and 10-fold cross validation were employed 

to estimate the performance of multi-class SVM model. The performance of the methods was justified by 

comparing the correct rate of facial emotion classification. Table 1 shows four types of method combination 

that were conducted to find the best approach to classifying facial emotion. The fitness rate for each 

procedure was measured by executing five times of experiments for each method. Three correct labels 

defined for multi-class emotion classification are bored, confuse, and excited. 

 

Table 1. Method Combination 

Method Combination Extraction/Classification Algorithm  

PCA-Holdout PCA / Multi-class SVM with holdout cross validation 

PCA-10fold PCA / 10-fold cross-validation of Multi-class SVM 

Gabor-Holdout Gabor features / Multi-class SVM with holdout cross validation 

Gabor-10fold Gabor features / 10-fold cross-validation of Multi-class SVM 

 

Table 2 depicts the comparison of correct rate classification for each method mentioned above. All 

methods give a very high value of correct rate in executing emotion classification, which is above 70%. 

Among all approaches, Gabor features and 10-fold cross-validation of multi-class SVM can classify emotions 

accurately with a high correct rate value about 94.8%. Otherwise, the classification rate for features space 

extracted by PCA gives the lowest correct rate. Overall, multi-class SVM classification combined with 10-fold 

cross-validation can better classify facial images into the respected affective-cognitive emotion. 

 

Table 2. Emotion Classification Comparison 

Experiment 

Correct rate 

PCA-Holdout PCA-10fold Gabor-Holdout Gabor-10fold 

1 0.8079 0.8834 0.8784 0.9505 

2 0.8325 0.9012 0.9057 0.9381 

3 0.8030 0.9212 0.9007 0.9505 

4 0.8276 0.9329 0.9181 0.9381 

5 0.8473 0.9329 0.9256 0.9628 

Average 0.8237 0.91432 0.9057 0.9480 

 

Fig. 3 illustrates the classification result for three affective-cognitive emotions: bored, confuse, and 

excited/enthusiastic using methods as mentioned earlier (PCA-Holdout, PCA-10fold, Gabor-Holdout, and 

Gabor-10fold). Comparative analysis of experiments results is justified based on two criteria, features 

extraction quality and correct rate classification. Gabor filter outperforms PCA algorithm in extracting the 

best features of emotional expressions. PCA is very sensitive to changes in lighting condition, pose 

variations, and facial expressions. It yields some valuable information might be eliminated during an 

extraction process. Otherwise, Gabor filters is insensitive to pose variations and orientations so it can keep 

much necessary information in image facial expression.  

In term of classification result, 10-fold cross-validation combined with multi-class SVM give the best 

accuracy rate than Holdout method. Holdout method uses brute force approach that employed an 

approximator function for predicting the classification outcome of the testing data. This method introduces 
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a high variance of the evaluation result. On the contrary, 10-fold cross validation is a holdout method that is 

repeated for ten times. The variance value of the estimating result will decrease as k-th value increases. 

Small variance value of the estimating result will improve the accuracy of Multi-class SVM model. 

 
(a) 

 
(b) 

 
(c) 
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(d) 

Fig. 3. Correct rate classification using (a) PCA-holdout method (b) PCA-10fold method (c) Gabor-holdout 

method and (d) Gabor-10fold method. 

 

5. Conclusion 

This research has a purpose of classifying cognitive-affective emotion states based on facial expression 

data. PCA and Gabor Filters are utilized to extract features space of facial expression database. Holdout and 

10-fold cross validation were chosen to estimate the best parameters for Multi-class SVM. Experiments 

results suggest that 10-fold cross-validation of Multi-class SVM give a higher accuracy rate compared to 

Holdout cross validation. 10-fold cross validation gives the best result because it decreases the variance of 

the estimating result as iteration number increased. However, 10-fold cross validation has a drawback as it 

takes a longer time to classify compared to Holdout method. 
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