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Abstract: Communication networks play such a critical role in modern society that any failures in these networks are intolerable. In this study, we focus on the influence of network congestion and build a model to study the dynamics of cascading failures in communication networks. Investigation of the relationship between the initial allocation of efficiency among edges and the damage caused by cascading failures shows that a higher initial efficiency may lead to more severe consequence in case of cascading failures. We also investigate the influence of the size of the router’s buffer. Because the correct buffer size can alleviate network congestion to some extent, it is able to enhance the robustness of the network against cascading failures.
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1. Introduction

Communication networks including telephone network, computer network, and cellular networks as well as the Internet, are an essential part of the current social infrastructure. With the rapid development of information technology, both the scale and complexity of communication networks have surpassed expectation. To study these kind networks, the theory of complex network was proposed [1], [2]. Given their importance, the robustness of communication networks has attracted much attention in recent years. Previous studies [3], [4] have found that cascading failures are very common in complex networks. Owing to the heterogeneity of the network and the interaction of different parts, even a single failure can cause the entire network to collapse. For example, in October 1986, during the first documented congestion-induced Internet collapse, the speed of the connection between the Lawrence Berkeley Laboratory and the University of California at Berkeley, which are located only 200 m apart, dropped by a factor of 100 [5], [6]. Because society is becoming increasingly reliant on communication networks, research on the causes and dynamics of cascading failures in complex networks has become quite meaningful.

In recent decades, a great deal of literature on cascading failures has been published. Albert et al. [7] found that scale-free networks are highly robust against random failure; however, in case of a deliberate attack against highly connected nodes, these networks are extremely vulnerable. Motter and Lai [8] introduced the concept of cascading failure and proposed the famous ML model, which is quite enlightening for later research. Considering that the removal of overloaded nodes does not correspond to many real-life situations, Crucitti et al. [9] constructed the CML model. In this model, when a node is overloaded, the transmission efficiency of links associated with this node decreases, instead of disconnecting the nodes. However, the way transmission efficiency decreases does not reflect the actual situation in communication networks.
networks. Taking account of the weights of edges, Baharan et al. [10] improved the previous models by finding the optimal weight of each edge in an effort to mitigate cascading failures. Using a random walk model, Kishore et al. [11] suggested a revision of the design principles to handle extreme events smoothly.

Most current research focuses on cascading failures in a universal complex network representing different kinds of actual networks. In fact, there is no actual network with the identical characteristics. In this study, we map a communication network to a complex network and redefine the elements of complex networks based on specific features in practice. Each node denotes a router for its critical characteristic in communication networks. Each node is allocated a data forwarding rate and buffer size, both of which have been ignored in previous research. An edge characterizes the connection relationship between routers, while the weight of an edge reflects its transmission efficiency. In different networks, the reasons for cascading failures may be diverse. For an electricity network, an overload of power causes the equipment to fail, whereas, in communication networks, we focus on the impact of traffic congestion. When a component fails, its load shall be redistributed over the entire network. Additional load can cause a router to be unable to handle the packets received, which leads to a higher packet loss rate at the buffer. This failure transfers from one router to another, resulting in the collapse of the entire network. In this study, we investigate different factors related to the robustness of networks against cascading failures to find various mitigation strategies.

In Section 2, we abstract a communication network into a complex network and redefine its components. In Section 3, we study the dynamic behavior of networks in the presence of cascading failures. Simulations and an analysis of the results are outlined in Section 4, while our conclusions are presented in Section 5.

2. Model of a Communication Network Based on Complex Network

Communication networks including different kind of networks can provide an information dissemination service for users at different locations. A communication network system consists of different physical devices and a variety of network protocols. Because the routers responsible for storing and forwarding data packets play a central role in the network, research on the interaction between routers is crucial for maintaining network performance. The substantial development of communication networks with few predictable plans has led to the very large scale of, and extremely complex connections between, routers. Based on empirical research, Goldenberg et al. [12] found small-world and scale-free properties in communication networks, thereby laying a solid foundation for the promotion and application of complex network theory.

Assuming a communication network such as an autonomous system (AS) of the Internet comprising a vast number of routers and other equipment, we abstract it into a graph, \( G(V, E) \). Here, \( V \) is the set of nodes representing the routers in the network, and \( E \) is the set of edges describing the physical connections between routers. In our model, we assume that the network is a BA scale-free network [2]. Since a router has the function of storing and forwarding, we depict node \( i \) in \( V \) with some parameters describing this characteristic. We define the forwarding load \( l_i \) of node \( i \), denoting the amount of data needed to be forwarded per unit time. A router also has an upper limit on the forwarding rate, expressed as the forwarding capacity \( c_i \). If the forwarding load surpasses its forwarding capacity, some packets are stored in the buffer if there is enough space. We denote the buffer size of router \( i \) as \( b_i \). Due to economic and technical limitations, the forwarding capacity and buffer size are limited. Thus, it is natural to assume that these are proportional to its initial forwarding load \( l_{i0} \) [8]:

\[
    c_i = (1+\alpha) \cdot l_{i0} \quad (1)
\]

\[
    b_i = (1+\beta) \cdot l_{i0} \quad (2)
\]
where $\alpha$ denotes the forwarding tolerance, and $\beta$ is the buffer tolerance, both of which are positive constants.

We define the transmission efficiency of link $e_{ij}$ between nodes $i$ and $j$ as $\lambda_{ij}$ representing the amount of data transmitted correctly by link $e_{ij}$ per unit time. According to \cite{6}, \cite{13}, for the initial transmission efficiency we have $\lambda_{ij} \propto (k_i k_j)^{\theta}$, where $k_i$ is the degree of node $i$, and $\theta$ is a constant. Considering the vast number of edges in a network and referring to the law of large numbers, we can safely assume that the distribution of $\lambda_{ij}$ obeys the normal distribution. That is,

$$F(\lambda_{ij} > x) = \int_{x}^{\infty} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\xi(k_i k_j)^{\theta})^2}{2\sigma^2}} dx$$ \hspace{1cm} (3)$$

where $F(\cdot)$ is the probability that $\lambda_{ij}$ has a larger value than $x$, $\sigma$ is the standard deviation, and $\xi$ is a tunable constant. The process of modeling the complex network is shown in Fig. 1, and the main parameters have been marked in the figure.

![Fig. 1. Process of modeling communication networks based on a complex network. We focus on routers in a communication network and define some parameters to describe the routers and links.](image)

Let $\epsilon_{sd}$ be the time taken to transfer a packet from source node $s$ to destination node $d$. $P_{sd}$ is the shortest path along which the time for data transmission is minimal. Thus,

$$\epsilon_{sd} = \sum_{e_{ij} \in P_{sd}} \frac{1}{\lambda_{ij}}$$ \hspace{1cm} (4)$$

In our model, we not only build the network topology, but also define some parameters describing the nodes and links. Later, we investigate the influence of these parameters.

### 3. Dynamics of Cascading Failure

Many current models of cascading failures tend to remove broken-down component whose load has exceeded its capacity. However, in practice, a router that cannot forward all the packets received timeously should not be hastily removed. In more general cases, the overloaded router keeps working, but at a lower efficiency. Various studies \cite{8}, \cite{14} have considered this problem, although they merely roughly describe the decline in efficiency. In our model, we study the decline in efficiency of routers caused by overloading and its adverse impact on the network. Our assumptions for the model are the following:

1) Each router in the network sends packets at the same rate;
2) Updates of the routing table are rapid enough;
3) The sender takes no congestion control protocol.
According to assumption 1), the data forwarding rate of a router is proportional to the number of shortest paths passing through it. Thus, the forwarding load $l_i$ of node $i$ can be set as its betweenness centrality [15], [16].

From (2), we can see that during normal operation of the network, no router is overloaded, and we can set a proper $\beta$ to ensure that the buffer has enough space for the packets. We define the network efficiency $E(G)$, measuring the overall operation status of the network [17] as

$$E(G) = \frac{1}{N(N-1)} \sum_{s \neq d} \frac{1}{e_{sd}}$$

where $N$ is the number of nodes in the network. Obviously, a larger $E(G)$ indicates stronger transmission capacity of the network, reflecting a better operation status of the communication network.

If for some reason (equipment failure, human damage, etc.) one or more nodes go breakdown at time $t$, the failed component is removed from the network. After this failure, the routing table of the network is updated according to the routing algorithm, which means that the forwarding loads of the remaining nodes in the network are redistributed. According to assumption 2), the time required for redistribution is small. For node $i$, the change in forwarding load is denoted by $\Delta l_i(t)$ and the original load at $t$ is $l_i(t)$. If $l_i(t) + \Delta l_i(t) > c_i$, node $i$ becomes overloaded. In this situation, $i$ fails, but is not removed from the network. The node or router has to receive more data than its forwarding capacity which inevitably will lead to buffer overflow. In fact the data discarded by the router wasted the transmission resource of the links which transferred then. We can conclude that the amount of data transmitted correctly by these links got smaller because of the overload, it meant that the transmission efficiency decreased accidentally. The router usually abandons the data transferred by every link connected with it, so it’s reasonable to presume that the transmission efficiency of all the links connected with the overloaded router decrease in the same way. That is,

$$\lambda_{ij}(t+1) = \lambda_{ij}(t) \cdot (1 - p_i(t))$$

(6)

$\lambda_{ij}(t)$ is the transmission efficiency of link $e_{ij}$ and $p_i(t)$ is the decline factor caused by node $i$ at time $t$, which is discussed in a subsequent section.

In the traditional CML model [8], $p_i(t)$ is proportional to the quotient of the load and capacity of node $i$. However, in communication networks, this assumption does not accurately describe the efficiency decline of links. In a router, packets received are stored temporarily in the buffer. If the rate of receiving data exceeds the capacity to forward packets, which means the forwarding load is greater than the forwarding capacity, the buffer will become full and newly received packets will be dropped. There are many queue management algorithms for managing a router’s buffer, DropTail as the most naive is very widely used in communication networks. Under the DropTail mechanism all the data arriving at the router when buffer gets full will be abandoned. This queue management can be modeled by queuing theory [18], [19].

In this model we assume that all packets contain the same number of data bytes. Given that the forwarding load of router $i$ is $l_i(t)$, the number of packets received per unit time is,

$$\lambda_{\text{queue}} = \frac{l_i(t)}{L}$$

(7)

where $L$ is the number of bytes per packet contains.
When a router gets overloaded, it’s natural to think it is doing its best work. In this circumstance, the forwarding speed of packets is,

\[ u_{queue} = \frac{c_i}{L} \]  

(8)

The buffer size of router \( i \) is \( b_i \) which means it can store as many as \( b_i \) packets at a time. When a packet arriving at or leaving the router obeys the Poisson process, based on the \( M/M/1/k \) queuing theory model [20], [21], the probability of the system get empty is,

\[ p_o = \frac{1 - \left( \frac{\lambda_{queue}}{u_{queue}} \right)^{b_i+1}}{1 - \left( \frac{\lambda_{queue}}{u_{queue}} \right)^{b_i}} \]  

(9)

And the probability of the system get full is,

\[ p_{full} = \left( \frac{\lambda_{queue}}{u_{queue}} \right)^{b_i} p_0 = 1 - \frac{1 - \left( \frac{l_i(t)}{c_i} \right)^{b_i}}{1 - \left( \frac{l_i(t)}{c_i} \right)^{b_i+1}} \]  

(10)

When the router’s load is smaller than its capacity, we ignore the packet loss rate. Thus, \( p_i(t) \) is calculated as

\[ p_i(t) = \begin{cases} 
0 & l_i(t) \leq c_i \\
1 - \left( \frac{l_i(t)}{c_i} \right)^{b_i} & l_i(t) > c_i 
\end{cases} \]  

(11)

At time \( t+1 \), the routing table is updated according to the new efficiency of the edges. This process continues until the network stabilizes or collapses completely.

4. Simulations and Analysis of Results

Many researchers find that the topology of Internet has the features of complex network such as small world and scale-free [22]-[24]. In our simulations we built a B-A scale-free network [2]. The nodes of network stand for routers in Internet and the edges stand for the links between routers.

A communication network may experience random failures or a deliberate attack, which is more likely to affect critical nodes at runtime. We simulate these two kinds of failure in our model. For random failures, we chose 10 nodes arbitrarily as the initial failed components. For the deliberate attack, we found the node with the largest betweenness centrality to disable it. From Fig. 2 we can see that a deliberate attack does more damage to the network. This result is consistent with that of Motter [8].
Fig. 2. Network efficiency change over time for random failure and deliberate attack. The network is a B-A scale-free network with 1000 nodes. In this experiment, we set $\alpha$ to 0.2, $\beta$ to 20 and $\xi$ to 1. The data used are averages over 10 realizations.

We defined the transmission efficiency of an edge in Section 2. If the overall initial transmission efficiency (the sum of the transmission efficiency of all edges) is fixed as $\Psi$, parameter $\theta$ influences the initial allocation of efficiency among edges. That is,

$$}\lambda_{y0} = \sum_{e_{min} \in E} \lambda_{e_{min0}} \cdot \Psi$$

(12)

where $\lambda_{y0}$ is the renormalized initial transmission efficiency of edge $e_{ij}$ and $\lambda_{y0}$ is defined in Section 2.

Fig. 3. Network efficiency as a function of $\theta$ for the initial, final, and declined network efficiency on a B-A scale-free network with 1000 nodes. In this experiment, we set $\alpha$ to 0.2, $\beta$ to 20 and $\xi$ to 1. Data used are averages over 10 realizations. The blue, green and red lines show the initial, final, and declined network efficiency, respectively.

Fig. 3 shows that the initial network efficiency increases with the value of $\theta$, but it declines after the extreme point at about $\theta = 7.3$. As $\theta$ increases, the network becomes more heterogeneous, which leads to a more adverse impact of the deliberate attack. The network goes collapse when $\theta$ results in the largest initial network efficiency. Thus, we need to set the correct value of $\theta$ to make the network run efficiently, thereby enhancing the robustness of the network against cascading failures.

In Fig. 4, we report the final network efficiency after the cascading failure as a function of the forwarding tolerance parameter $\alpha$. We begin our simulation with three different values for the buffer tolerance parameter $\beta$. This shows that for the first buffer tolerance value, the final network efficiency increases as...
the forwarding tolerance first increases and eventually becomes stable. This means that if we improve the forwarding rate of the routers in the communication network, the network becomes more robust. This is consistent with our intuition. Moreover, for different values of $\beta$, the final network efficiency becomes consistent if $\alpha$ is large enough. That is, a higher forwarding rate can compensate for the lack of buffer sizes in routers.

![Network Efficiency](image1.png)

**Fig. 4.** Network efficiency as a function of $\alpha$ for different buffer tolerance parameter values on a B-A scale-free network with 1000 nodes. The data shows averages over 10 realizations.

![Network Efficiency](image2.png)

**Fig. 5.** Network efficiency as a function of $\beta$ for varying forwarding tolerance parameters values on a B-A scale-free network with 1000 nodes. Data shows averages over 10 realizations.

Fig. 5 shows the changes in the final network efficiency corresponding to the tolerance parameter $\beta$. We can see that a larger tolerance parameter reduces the adverse effect of cascading failures. It is impressive to a phase change during the process of increasing parameter $\beta$. We can explain this phenomenon through (10). From this equation, the blocking probability $p_{\text{full}}$ increase very fast when the argument $b_i$ is relatively small, and the growth trend gets quite slow when $b_i$ is large enough. In fact, if $\alpha$ is relatively large, the variation trend of $p_{\text{full}}$ will become sharper. It is coincident with Fig. 5. In the whole network, the phase change happens if the size of buffer is very influential to packet loss rate which means that the value of $b_i$ is proper. On the S-shaped curve, an optimal $\beta$ can be found for maximum effect. Moreover, we observe that a larger forwarding tolerance parameter helps the curve of $\beta$ converge to a larger value. In practice, we cannot increase the forwarding rate of routers without limitation. However, faced with a low forwarding rate, we can increase the size of the buffer to enhance the robustness of the network. This observation is useful for network planners.

### 5. Conclusion

We created our model to study cascading failures in communication networks. In our model, we
considered the critical role of congestion and noticed the effect of buffer length for routers, something that has previously been ignored. Various parameters were investigated in this paper. The edge efficiency parameter $\theta$ not only influences the initial allocation of efficiency among edges, but also the decline in network efficiency. For global load redistribution, there is no optimal $\theta$ for the robustness of a network, which means that the smaller $\theta$ is always helpful the robustness of networks. The forwarding tolerance parameter and buffer tolerance parameter influence the final network efficiency in different ways. Although larger values for both are beneficial for the network, a sufficiently large forwarding tolerance parameter can negate the influence of the buffer tolerance parameter, although the reverse is not true.

Our result can help enhance the reliability of communication networks. Users can choose the proper initial allocation of efficiency and set adequate forwarding capacity or buffer size for routers in an attempt to mitigate cascading failures.

References


**Lei Zhu** was born in 1973. Dr. Lei Zhu is a professor in PLA University of Science and Technology. His research interests are network planning and management, data processing and information service.

**Xiaochen Liu** was born in 1990. He obtained his bachelor’s degree in PLA University of Science and Technology and now he is pursuing the postgraduate degree. His research interests are network planning, management, and complex network.

**Lu Yu** was born in 1974. She received a PhD degree and is an adjunct professor in PLA University of Science and Technology. Her research interests are data mining and computer network.

**Xingrong Wu** was born in 1970. She obtained her postgraduate degree from PLA University of Science and Technology. Her main research interest is network planning and management.