
  

WSNs and on-Board Visual Fuzzy Servoing on Blimp Robot 
for Tracking Purposes 

 

Rami Al-Jarrah1*, Mohammad A. Al-Jarrah2, Hubert Roth1 

1 Automatic Control Engineering Department, Siegen University, Siegen, Germany. 
2 The Electrical Engineering Department, Salman Bin Abdulaziz University, Riyadh, Saudi Arabia. 
 
* Corresponding author. Tel.: +49-271-740-3480; email: rami.al-jarrah@uni-siegen.de 
Manuscript submitted November 29, 2014; accepted June 14, 2015. 
doi: 10.17706/ijcce.2016.5.3.215-221 
 

Abstract: The aerial robots represent an interested and rich area of research because they are very useful 

to perform complex tasks such as localization and tracking targets. To develop blimp system that is 

appropriate in diversity scenarios, an intelligent control with high autonomy degree is required. Therefore, 

we design blimp robot based on embedded system; then, we present several fuzzy sets models that should 

deal with autonomous, navigation and visual tracking problems. These models are empirically designed by 

combining the possibilities distributions theory with fuzzy logic. Thus, this paper addresses the problem of 

tracking robots in parallel with achieving the cooperative behavior based on computer vision system and 

artificial intelligent control to improve the efficiency of such system. In addition, considering use of wireless 

sensor networks for estimation multi-targets locations and the distances between them is presented. 
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1. Introduction 

Recently, the cooperative of aerial-ground robot systems has become widely used in several applications 

such as target detection and tracking. In accordance with that, designing and developing an artificial 

intelligent team consists of cooperative autonomous aerial-ground robots with efficient performance has 

been one of the most challenging goals in robotic research. The cooperation of such system has involved 

state of problems such as target tracking. The main purpose of tracking system is simply regarding to the 

fact that the tracking can help and improve the ability of the aerial robot to cooperate with other robots in 

the system and share information. Perhaps the drones can explore the different terrains and areas. 

Unfortunately, their measures do not provide a high resolution for the exploration area since they fly fast at 

a quite high altitude [1]. However, none of the currently operational drone can reliably distinguish between 

legitimate military targets and civilian persons to avoid erroneous targeting [2]. Therefore, it becomes very 

essential to look for another solution which has more advantages over drones. The airship robot is one of 

the most important solutions in this field. It has several advantages such as long time hovering, take off and 

land vertically without runways , much less energy consumed, and cost efficiency [3]-[6]. Nevertheless all of 

these advantages, but in order to build an artificial blimp robot system, an eye (camera) is also important 

for this kind of robot. It can provide a high artificial visual system that simulates the principle and 

characteristics of the human eye system. Thus, if the robot can measure the range by only single vision 

sensor that could help reduces the overall cost of the robot. The computer vision community has proposed 
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various methods to stabilize camera motions by tracking features [7]-[9] or by computing optical flow 

[10]-[15]. The common process in vision system is called a visual tracking that is analyzing of sequential 

images to identify a reference pattern and follow a moving interest point or defined object over time on the 

image. There are many tracking methods [16]-[20], but they could not meet the requirements of real time 

and robustness due to large amount of video data. Therefore, in order to improve the detection of targets in 

real time and robustness, the Speeded Up Robust Features (SURF) has been proposed [21]. Since the 

localization issue is the most important problem in the aerial robots and it is inevitable challenge and 

unsolvable problem, several applications on the localization are addressed [22]-[25]. However, one 

successful solution for the localization is based on the use of Wireless Sensor Networks (WSNs). We 

consider a 3D multi target localization problem where targets are flying within the range of the sensor 

network. Moreover, sensors modulate their decisions using On-Off Keying (OOK) which has been proposed 

recently for WSN because it is a power efficient modulation technique and enables sensors to use censoring 

scheme (send/no send). 

2. Problem Description and Methods 

The problem can be decomposed into four sub-problems: blimp localization, target tracking, cooperation, 

and finally the localization and tracking the whole system based on WSNs. The algorithm focuses on the 

single-blimp-target problem so that the blimp performs robust target tracking. Actually, there are four main 

important factors in order to design robust and reliable tracking for such system. First, the complexity of 

the environment. Second, the prior knowledge of target motion which might be random or unpredictable. 

Third, the targets we attempt to track are any complex and moving objects. Finally, based on the current 

blimp pose and the current target position, the blimp controllers must cope with these issues and provide 

the blimp an ability to move toward the target. 

2.1. Feature Descriptors and Tracking 

Feature description defines as computing process of the interest points in the image. There are several 

feature descriptors suitable for visual matching and tracking. The most widely used descriptors are Scale 

Invariant Feature Transform (SIFT) and Speeded UP Robust Feature algorithm (SURF) [26], [27]. Since the 

processing time of SURF algorithm is faster than that of SIFT, interest point detection of SURF algorithm is 

could be used for real time processing. Fig. 1 shows the results of SURF feature points matching. The 

perspective effect must be taken into account when processing images in order to weight each pixel 

according to its information content. In order to deal with such problem the Inverse Perspective Mapping 

(IPM) has been introduced [28]. It can help to remove the perspective effect from the acquired image, 

remapping it into a new 2D domain as it is shown in Fig. 2. 

 

 
Fig. 1. SURF feature points matching. 

 
Fig. 2. Inverse perspective mapping results. 

 

3. Visual Servoing Controller 

The visual references on the image plan to directly command the blimp robot to continuously follow 
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aerial or ground robot target. These controllers use the principles of visual servoing theory. The visual 

servoing was divided into four main parts: the SURF algorithm. The fuzzy sets models, low level control 

inputs and the visual control as it is shown in Fig. 3. 

3.1. Fuzzy Sets Models 

In fact, we have designed multi fuzzy sets models to perform the navigation tasks and to enable the 

blimp’s system to autonomously drive the necessary actions to fulfill its mission and to maintain its policy 

during the navigation time. The main object in designing these models was to solve the most important 

problems with fuzzy logic which is how to design the fuzzy knowledge base or the membership functions. 

Therefore, the combination between the possibility theory and frequency distribution theory leads to 

design the fuzzy sets models. These models will correct the information and reduce the drawbacks of the 

mounted sensors such as ultrasonic sensors and vision sensor. The experimental results in Fig. 4 indicates 

that the fuzzy set model could correct the prediction visual position information for the SURF algorithm. 

Also, the model is pretty good in optimization when the value of prediction is outliers and has no sense. 

 

 
Fig. 3. Overall blimp control system architecture. 

 

 
Fig. 4. Test results for fuzzy set model for different distances. 

3.2. Fuzzy Control 

There are three fuzzy controllers in order to control the main behaviors of the blimp robot during the 

mission. First, the most important behavior for the blimp robot is the altitude that is responsible to keep the 

blimp flies at a certain height. Second important behavior of the blimp that could be consider during the 
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design is the avoid obstacles during mission. Since the blimp robot is stable around x, and y axis it was 

better to control the rotation around Z-axis to keep the blimp stable. This was done by control the yaw angle 

by introducing intelligent control based on fuzzy logic [29]-[32]. The control strategy is based on the visual 

information to make the blimp complete the whole navigation performance and approaching the target. The 

vision feedback was optimized also by the fuzzy sets model to correct the prediction position information as 

it was described, then it is integrated with the blimp's flight control system to guide it to follow the target 

robot. The object recognition, detection and tracking engine will detect and localize the target with respect 

to blimp position; then a fuzzy sets model will correct the prediction vision information (distance to the 

target Dt, orientation of the target Φ) to obtain the final information (optimized distance Df, optimize 

orientation Φf) that will feedback the blimp . 

4. Wireless Sensor Networks Tracking 

The WSNs consists of a large number of low-cost and low-power sensors, which are deployed in an 

environment to collect observations and preprocess them in order to obtain local decisions and to detect 

ground and aerial targets including our blimp system if they pass through this region. The maximum 

likelihood estimator was used to estimate the location of the target where each sensor sends a row of 

quantized decisions to the fusion center [33], [34]. Depending on all rows sent by different sensors, the 

fusion center use maximum likelihood estimator to estimate the location of the target. Moreover, the 

efficiency of maximum likelihood estimator is compared with the weighted average algorithm and the 

Cramer-Rao lower Bound (CRLB). Moreover, sensors modulate their decisions using on-off keying OOK 

technique which has been proposed recently for WSNs because it is a power efficient modulation technique 

and enables sensors to use censoring scheme (send/no send). The mean square error of the Cartesian 

coordinates of each target location for different number of sensors has been calculated and compared to the 

CRLB. To maximize the maximum likelihood function, particle swarm optimization (PSO) method is used 

[34]. 

5. Experiments and Results 

In this section, the results of design blimp robot, computer vision approaches, intelligent fuzzy sets model, 

fuzzy controllers as well as the multi-target tracking results are discussed. The experiments are performed 

to test the capability of the approaches that have been described in the previous sections. The stability 

issues of visual control has been studied well and could be considered as solved in this paper. 

 

 
Fig. 5. Distance between target and blimp. 

 
Fig. 6. Angle target, blimp and image’s centre. 

 

Fig. 5 shows the estimated distances between target projection point and blimp. We observe that blimp 

can track target and keep it at a certain distance. The estimated angle between target projection point and 

image’s centre results are shown in Fig. 6. In order to localize the blimp and the tracking targets WSNs has 

been used. Since it is not possible to estimate target height with single sensor due to observability problem, 

we combined the information from two or more sensors. In order to study the effect of number of sensors 
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and minimize the number to localize the robots targets in the environment, the number of sensors was 

changed from 5 to 17 sensors as it is shown in Fig. 7 and Fig. 8. Whilst the number of sensors increased, the 

estimated locations are increased. 

 

 
Fig. 7. Track two targets by 5 sensors. 

 
Fig. 8. Track two targets by 17 sensors. 

 

6. Conclusion 

We presented a solution for single robot-based tracking problem using aerial robot (Blimp Robot). For 

this purpose, we presented the tracking, localization and object detection method using SURF algorithm, 

then, the fuzzy sets models was implemented to handle the noise and uncertainty of the vision sensor. The 

IPM is also implemented in order to transform the images sequences to a top down bird’s eye view, in which 

there is a linear relationship between distances in the image and in the real world. Then, this tracking 

method is used to estimate a projection model in the camera image space. The proposed method has been 

implemented and tested in various indoor environments. 
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