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Abstract: Virtual eXtensible LAN (VXLAN) is a Layer 2 overlay scheme over a Layer 3 to solve the scalability 

problems of Virtual LAN (VLAN). VXLAN utilizes IP multicast to broadcast a frame to hosts in a VXLAN 

segment which has an independent broadcast domain. The VXLAN segment is mapped into a multicast 

group based on a multicast tree which ensures a loop-free topology. However, VXLAN depends on IP 

multicast because all devices have to support IP multicast. In addition, IP multicast requires a large amount 

of network resources to maintain multicast trees which are built per the multicast group. In this paper, the 

proposed scheme replaces IP multicast. It is extended from Multiple Spanning Tree Protocol (MSTP), and 

provides the spanning tree to broadcast a frame and to prevent a loop topology in VXLAN. The IP multicast 

dependency is removed and the number of spanning trees is reduced by taking the advantage of MSTP that 

constructs a spanning tree per an instance. It also provides interoperability with VLAN by using a typical 

spanning tree algorithm. 
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1. Introduction 

Local Area Network (LAN) is a computer network that interconnects hosts within a limited area [1]. LAN 

has a single broadcast domain that physically connects to hosts, and utilizes Spanning Tree Protocol (STP) 

to guarantee a loop-free topology in a Layer 2 network [2]. According to increase the number of hosts which 

are connected to a single broadcast domain, network bandwidth is wasted because broadcast traffic such as 

Address Resolution Protocol (ARP) request increases. 

Virtual LAN (VLAN) is proposed to overcome the limitation of LAN such as a single broadcast domain in 

IEEE 802.1Q [3]. In VLAN, a single broadcast domain is logically partitioned to create multiple independent 

broadcast domains over a physical network. Each VLAN has the features similar to typical LAN, and hosts 

are configured into the same group even if they are not physically located in the same LAN. VLAN 

membership is configured by VLAN tagging in a bridge and supports up to a maximum of 4096. VLAN uses 

Per VLAN Spanning Tree (PVST) [4] proposed by Cisco or Multiple Spanning Tree Protocol (MSTP) defined 

in IEEE 802.1s [5] to ensure a loop-free topology in a Layer 2 network. 

Nowadays, in clouding computing, a large number of virtual machines are connected to the same physical 

infrastructure. Thus, since the more Layer 2 segments are required, Virtual eXtensible LAN (VXLAN) [6] is 

proposed to solve the limitation of the number of VLANs. In VXLAN, Ethernet frames are encapsulated with 

a VXLAN header and are transmitted through an UDP/IP tunnel. VXLAN supports up to a maximum of 16 
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million VXLAN segments because VXLAN Network ID (VNI) space is 24 bits.  

VXLAN uses IP multicast to extend a single broadcast domain to multiple broadcast domains more than 

VLAN, to manage the members of the VXLAN segment, and to provide a loop-free topology. Each VXLAN 

segment has an independent broadcast domain which is mapped into a multicast group. A broadcast frame 

is sent out to the members of the multicast group. Each multicast group is managed based on the multicast 

tree which is maintained by using multicast routing protocols such as Core Based Trees (CBT) [7] and 

Protocol Independent Multicast-Sparse Mode (PIM-SM) [8]. 

However, the use of IP multicast has some limitations in VXLAN [9]. First, VXLAN depends on IP multicast 

because broadcast communication and group management are performed based on multicast tree, and all 

devices have to support IP multicast to operate VXLAN. Second, IP multicast causes processing overheads 

and requires network resources to manage multicast trees which are built per the multicast group. CBT is 

one of multicast routing protocols, and it constructs a single multicast tree per a multicast group. The 

number of maintained multicast trees can increase up to a maximum of 16 million according to increase the 

number of VXLAN. 

In this paper, Extensible Multiple Spanning Tree Protocol (ExMSTP) is proposed to overcome the 

limitations of the use of IP multicast. ExMSTP is extended from MSTP, and the IP multicast dependency can 

be removed since ExMSTP replaces IP multicast. ExMSTP reduces the number of spanning trees due to the 

feature of MSTP which constructs a spanning tree per an instance. It also supports interoperability with 

VLAN by using a typical spanning tree algorithm. 

2. Related Works 

2.1. Multiple Spanning Tree Protocol 

PVST [4] and MSTP [5] are used to guarantee a loop-free topology and to provide the efficient load 

balance for multiple VLAN segments. PVST constructs an independent spanning tree per a VLAN segment. 

However, if the number of VLANs increases, a network has to handle pretty much loads to maintain a 

spanning tree per the VLAN segment and the network topology is more complicated. Unlike PVST, MSTP 

constructs a spanning tree per an instance which is mapped to a group of multiple VLAN segments. Thus, 

MSTP can reduce network resources to maintain spanning trees compared to PVST [10]. 
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Fig. 1. VLAN topology based on MSTP. 
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MSTP partitions a Layer 2 network into multiple regions. Bridges in the same region have the same MST 

region configuration. When the network topology is initialized by MSTP, the bridges exchange a special 

frame, called Bridge Protocol Data Units (BPDU), which includes information to construct a spanning tree 

such as bridges identifier, root identifier, root path cost, and instance information. MST Configuration ID in 

BPDU has region information such as region name, revision number, and a digest of the VLANs-to-Instance 

table [11]. Each bridge compares a received region information to own region information. If the MST 

Configuration ID is matching, the bridges are bound to the same region. 

MSTP constructs a Common and Internal Spanning Tree (CIST) and Multiple Spanning Tree Instance 

(MSTI) [5] as shown in Fig. 1. The CIST consists of a Common Spanning Tree (CST) which connects each 

region and an Internal Spanning Tree (IST) which is mapped to the instance 0 in each region. The IST 

represents the each region, and only receives and sends all frames including BPDU to the CST. The MSTIs 

construct an independent spanning tree per an instance that is mapped to a group of multiple VLANs in a 

region, and supports up to a maximum of 64. Unlike the IST, MSTIs do not interwork with the outside of the 

region [11]. Instead, the instance information is added to a BPDU which is carried by IST. 

When spanning trees are constructed by MSTP, each root bridge is selected for each spanning tree. A 

bridge which has a bridge identifier of the lowest priority in the entire network is elected as a CIST root. 

Then, a bridge which has the least cost path to the CIST root bridge in each region becomes the CIST 

regional root [5]. The CIST regional root bridge is the root of the IST that connects all bridges in each region 

and communicates with outside. Each MSTI also elects own root bridge which has a bridge identifier of the 

lowest priority in each instance.  

The role of the each port is assigned to connect to nodes according to the root path cost in each spanning 

tree. The root port exists only one, and it guarantees the lowest root path cost and forwards a frame to the 

root. The designated ports send out frames including BPDU to neighbor bridges. The blocked port is 

designated to prevent a loop. 

2.2. Virtual eXtensible LAN 

VXLAN is proposed to extend a Layer 2 network over a Layer 3 through an UDP/IP tunnel. The Ethernet 

frame is encapsulated with additional headers such as VXLAN header, Outer UDP, Outer IP, and Outer 

Ethernet [6]. A VXLAN Tunnel End Point (VTEP) transmits the encapsulated frame through a VXLAN Tunnel 

Interface (VTI). 
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Fig. 2. The packet flow in VXLAN based on IP multicast. 
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VXLAN uses IP multicast to extend a single broadcast domain to multiple broadcast domains more than 

VLAN and to broadcast a frame to remote hosts in the same VXLAN segment. A VXLAN segment has an 

unique VNI which is preconfigured, and is mapped into a multicast group. The mapping information is 

maintained in the each VTEP. The membership of multicast group is managed by using Internet Group 

Management Protocol (IGMP) [12], [13]. The multicast group is managed based on a multicast tree which is 

constructed by using multicast routing protocols such as CBT [7] and PIM-SM [8]. CBT constructs a single 

multicast tree per a multicast group and PIM-SM maintains a shared tree based on a root such as 

Rendezvous Point per the multicast group. 

The packet flow in VXLAN based on IP multicast is shown in Fig. 2. When a host wants to communicate 

with a remote host, the host normally transmits an Ethernet frame to the remote host because the host is 

unaware of VXLAN. Then, the VTEP to which the host is attached, called a source VTEP (SVTEP), looks up 

the VNI related to the VLAN ID and maps the VLAN ID to the VNI. After mapping, the SVTEP looks up MAC 

address-VTEP IP address entry that contains the IP address of the destination VTEP (DVTEP) to which the 

remote host is attached, and the destination MAC address. If there is no matching entry, a broadcast frame is 

encapsulated with a VXLAN header and is transmitted to the members of the related IP multicast group 

according to the multicast tree. 

When the DVTEP receives the broadcast frame, it decapsulates the VXLAN packet to get the original 

Ethernet frame. The DVTEP learns a SVTEP IP address and a host MAC address, and adds a new entry to its 

MAC address-to-VTEP IP address table. The DVTEP looks up the VLAN ID related to the VNI and maps the 

VNI to the VLAN ID, and the frame is handled in the related VLAN. After the remote host receives the 

broadcast frame, the remote host responses broadcast results. The response packet is sent to the SVTEP 

using unicast since the DVTEP already learns the host MAC address and the SVTEP IP address. 

3. Extensible Multiple Spanning Tree Protocol 

ExMSTP is extended from MSTP to construct multiple spanning tree in VXLAN. ExMSTP provides a 

spanning tree to broadcast a frame, ensures a loop-free topology, and overcomes the limitations of IP 

multicast by taking the advantage of MSTP. The basic concept of ExMSTP is similar to typical MSTP. However, 

the major difference is that ExMSTP is only performed between Gateway Bridges (GB) with a VTEP, and all 

frames including BPDU are transmitted through an UDP/IP tunnel. 
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Fig. 3. Architecture of VXLAN based on ExMSTP. 
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ExMSTP has the following features. ExMSTP provides mapping VXLAN segments to each instance using a 

VXLANs-to-ExMSTI table, and partitions an entire network into multiple areas which contain a spanning 

tree per an instance. ExMSTP also supports multiple forwarding paths and blocks unnecessary paths for a 

loop-free topology. ExMSTP provides interoperability with typical VLAN based on MSTP. 

3.1. Architecture 

ExMSTP partitions logically the whole network into multiple areas by the preconfiguration as shown in 

Fig. 3. Each area has an unique identifier and multiple instances. The area consists of the GBs which has the 

same area configuration such as an area name, a revision number, and a VXLANs-to-ExMSTI table. 

The topology to connect each area is constructed according to the extensible CIST (ExCIST) which 

ensures a loop-free and provides forwarding path across areas. The ExCIST consists of an extensible CST 

(ExCST), which connects between the ExCIST area roots in each area, and an extensible IST (ExIST), which 

represents the each area, only receives and sends all frame including BPDU to the ExCST. The ExCIST root 

for the ExCST is elected among the GBs in the entire network, and the each area has an ExCIST area root for 

an ExIST. 

The Extensible MSTI (ExMSTI) is responsible for ensuring a loop-free topology of each instance in the 

area and provides forwarding path by constructing a spanning tree per an instance that is mapped to each 

VXLAN segment or a group of multiple VXLAN segments. The ExMSTIs do not interact with the outside of 

the area except ExIST (instance 0). Instead, the instance information is added to a BPDU which is carried by 

ExIST. 

3.2. Gateway Bridge 

A Gateway Bridge (GB) is an important component for ExMSTP. The GB is a bridge with a VTEP. All frames 

are sent and received through the GB as a gateway. The frames are encapsulated with a VXLAN header, and 

are sent to remote hosts in the same VXLAN segment through an UDP/IP tunnel. The GB is the node of 

spanning tree which is constructed by ExMSTP. The GB has a special role to support interoperability with 

VLAN based on MSTP. It can become the CIST root bridge of MSTP to interoperate VLAN segments efficiently. 

The GB manages the following four tables as shown in Fig. 4. 
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Fig. 4. The gateway bridge structure. 

International Journal of Computer and Communication Engineering

124 Volume 5, Number 2, March 2016



  

1) VXLANs-to-ExMSTI table: It manages the mapping information between VNIs and instances, and is 

used to decide the boundary of an area when the network topology is initiated by ExMSTP. 

2) Port ID-to-VTEP IP address table: It manages the mapping information between the corresponding 

VTEP IP address of neighbor GBs based on a spanning tree and the own port ID which is connected to 

the neighbor GBs, such as a root port, designated ports, and blocked ports. 

3) VLAN ID-to-VNI table: It manages the mapping information between VNIs and VLAN IDs. Each VLAN ID 

is mapped to only one VNI. Each VXLAN segment is configured by one-to-one mapping. 

4) MAC address-to-VTEP IP address table: It manages the mapping information between the MAC address 

of the host between VTEP IP address which sends and receives frames encapsulated with a VXLAN 

header. The VTEP looks up this table to determine the destination VTEP IP address for frame which is 

transmitted to remote hosts. 

VXLANs-to-ExMSTI table and VLAN ID-to-VNI table are preconfigured, and Port-to-VTEP IP address entry 

is added when spanning trees are constructed by ExMSTP. MAC address-to-VTEP IP address entry is added 

by learning the address information of the received frame. 

3.3. Construction for Spanning Tree 

In ExMSTP, Extensible MSTP BPDU (ExMSTP BPDU) is used to construct a spanning tree in VXLAN. Its 

format is similar to MSTP BPDU and includes GB identifiers, root GB identifier, root path cost, and instance 

information. The message is classified by defining the new protocol version (0x4) from typical BPDU. 

When spanning trees is constructed, GBs periodically exchange ExMSTP BPDU, which is encapsulated 

with a VXLAN header, between neighbor GBs through an UDP/IP tunnel at every Hello Time. Each GB 

searches neighbor GBs that have the same ExMST Configuration ID which consists of area name, revision 

number, and a digest of VXLANs-to-ExMSTI table. If the ExMST Configuration ID is matching, the GBs are 

bound to the same ExMST area. After dividing the network into multiple areas, ExCIST is constructed to 

connect the each area, and MSTIs construct a spanning tree per an instance in each area. 

The GB checks a bridge identifier which consists of a priority and MAC address from the received ExMSTP 

BPDU. The GB compares own priority to the priority, and a GB which has the lowest priority in the network 

is elected as an ExCIST root. Then, in each area, a GB which has the least cost path to the ExCIST root is 

elected as the ExCIST area root. The ExCIST area root is the root of the ExIST which represents the area and 

communicates with outside of the area. In each area, the ExMSTIs construct spanning trees for a group of 

VXLAN segments using VXLANs-to-ExMSTI table. Each spanning tree per an instance is constructed 

uniquely, and a GB which has the lowest priority in the instance is elected as an ExMSTI root. 

The port roles of each GB are assigned according to the root path cost for ExCIST and ExMSTIs. Each port 

is interconnected to VTI through VTEP. The root port for each spanning tree exists only one in each GB and 

guarantees the lowest root path cost. Each GB receives ExMSTP BPDU from a connected GBs and forwards a 

frame to the root of each spanning tree through the root port. The designated ports are used to send all 

frames including ExMSTP BPDU to neighbor GBs. The blocked port is designated to prevent a loop. When 

the port role is assigned, the Port-to-VTEP IP address entry is added to the table. 

3.4. Calculation for Root Path Cost 

A spanning tree is constructed according to the shortest path to a root. Therefore, each node in the 

spanning tree can send a frame to the root through a path which has the lowest cost. 

In MSTP, link speed is only considered to calculate the root path cost for each spanning tree. However, in 

ExMSTP, additional parameters such as hop count and propagation delay between GBs, and processing 

delay for encapsulation/decapsulation have to be considered because encapsulated frames are sent through 

an UDP/IP tunnel in VXLAN. 
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The root path cost is calculated when ExMSTP BPDU are exchanged. After election a root GB for the 

spanning tree, the root path cost is calculated from the root GB and starts from zero. The path cost per the 

next node of the spanning tree is accumulated to the root path cost. 

3.5. Frame Forwarding 

The packet flow in VXLAN based on ExMSTP is shown in Fig. 5. A host starts to communicate with a 

remote host which is located in the different network by sending an Ethernet frame. When a bridge receives 

the frame from the host, it inserts a related VLAN tag into the frame. The bridge looks up the corresponding 

entry in the VLAN configuration table which contains VLAN ID, the destination MAC address, and the output 

port. If it finds out the entry, the frame is sent out through the output port. If not, the frame is flooded to all 

ports related with the VLAN ID except the input port according to a spanning tree which was constructed by 

MSTP. 
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Fig. 5. The packet flow in VXLAN based on ExMSTP. 

 

When the frame with VLAN tag arrives at a GB, the GB which called a source GB (SGB), looks up the VNI 

related to the VLAN ID by using VLAN ID-to-VNI table and maps the VLAN ID to the VNI. After mapping, the 

SGB looks up MAC address-to-VTEP IP address entry that includes the destination MAC address and the 

VTEP IP address of the destination GB (DGB) by using MAC address-to-VTEP IP address table. If there is no 

matching entry, a broadcast frame is encapsulated with a VXLAN header and is sent out to the remote hosts 

of the related VXLAN segment through a root port and designated ports which are configured by ExMSTP. 

Because the ports is mapped to the corresponding VTEP IP address of neighbor GBs which are nodes of a 

spanning tree by using Port ID-VTEP IP address table, the encapsulated broadcast frame is transmitted to 

the GBs through an UDP/IP tunnel according to the spanning tree. 

When the DGB receives the broadcast frame, it decapsulates the VXLAN packet to get the original 

Ethernet frame. The DGB learns a VTEP IP address of the SGB and a host MAC address, and adds a new 

entry to its MAC address-to-VTEP IP address table. The DGB looks up the VLAN ID related to the VNI and 

maps the VNI to the VLAN ID, and the original Ethernet frame is handled in the related VLAN. After the 

remote host receives the broadcast frame, the remote host responses broadcast results. The response 

packet is sent to the SGB using unicast since the DGB already learns the host MAC address and the VTEP IP 

address of the SGB. The forwarding procedure is similar to the forwarding procedure of the typical bridge 

International Journal of Computer and Communication Engineering

126 Volume 5, Number 2, March 2016



  

which transmits a broadcast frame according to the spanning tree and learns host MAC address in the Layer 

2 network. 

4. Comparison Analysis 

We analyze and summarize main protocols such as STP, PVST, MSTP, IP multicast, and ExMSTP, to 

construct spanning trees for LAN, VLAN, and VXLAN as shown in Table 1. We focus on the comparison 

between IP multicast and ExMSTP for VXLAN. 

 

Table 1. The Comparison of Main Protocols to Construct Spanning Tree 

 LAN VLAN VXLAN 

Protocol STP PVST MSTP IP multicast ExMSTP 

Layer Layer 2 Layer 2 Layer 2 Layer 3 Layer 2 

Identifier - VLAN Tag VLAN Tag VXLAN Header VXLAN Header 
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Port Port Port UDP/IP Tunnel UDP/IP Tunnel 
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BPDU BPDU MSTP BPDU Control message ExMSTP BPDU 
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Tree 
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(1 to 64) 

One multicast 

tree per  

a VXLAN 

segment 
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One spanning 

tree per 

an instance 

(1 to 64) 

Loop 

Prevention 

Spanning tree 

algorithm 

Spanning tree 

algorithm 

Spanning tree 

algorithm 

Reverse path 

forwarding 

Spanning tree 

algorithm 

 

IP multicast is performed based on a Layer 3 network because the membership and multicast tree are 

managed by a router. In ExMSTP, bridges based on Layer 2 are used to manage the membership and to 

construct a spanning tree. However, ExMSTP maintains the VXLAN concept that all frames are encapsulated 

with a VXLAN header and are transmitted through an UDP/IP tunnel to extend a Layer 2 network over 

Layer 3. 

IP multicast uses control message to maintain multicast trees and IGMP query to manage membership, 

and ExMSTP uses a single ExMSTP BPDU which carries each instance information and the membership is 

preconfigured. IP multicast constructs a single multicast tree per a VXLAN segment. ExMSTP constructs a 

spanning tree per an instance which is mapped to a group of multiple VXLAN segments. Thus, ExMSTP can 

reduce the number of spanning trees compared to IP multicast. 

Consequently, ExMSTP provides following contributions. First, ExMSTP can remove IP multicast 

dependency. IP multicast is used to manage the membership, and to construct a multicast tree to broadcast 

a frame in VXLAN. It causes that VXLAN depends on IP multicast. If a device does not support IP multicast, 

VXLAN cannot be operated in the network. In contrast, ExMSTP supports to operate VXLAN by extending 

MSTP without IP multicast. Second, ExMSTP can obviously reduce the number of spanning trees compared 

to IP multicast because ExMSTP constructs a spanning tree per an instance which is mapped to each VXLAN 

or a group of multiple VXLAN segments. ExMSTP provides a simpler topology than IP multicast. 

Finally, ExMSTP can support interoperability with VLAN by using a typical spanning tree algorithm based 

on Layer 2. The whole network topology consists of the ExMST for VXLAN, which is constructed between 
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GBs, and MST for VLAN. The GB can become the CIST root bridge of MST. Since the GB participates in both 

spanning trees as a member node, the proposed scheme can provides more natural interoperability 

between VXLAN and VLAN. 

5. Conclusions 

In this paper, we proposed ExMSTP to construct spanning trees for VXLAN. In typical VXLAN, IP multicast 

provides multicast trees to broadcast a frame to members in the same VXLAN segment and to ensure a 

loop-free topology. Thus, VXLAN depends on IP multicast which requires a large amount of network 

resources to maintain the multicast trees. However, the proposed scheme can replace IP multicast. ExMSTP 

removes the IP multicast dependency and reduces the number of spanning trees by taking the advantage of 

MSTP. It also supports interoperability with VLAN by using typical spanning tree algorithm. 
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