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Abstract: The severity grade of mitral regurgitation is identified easily if the color jet area from the 

echocardiographic image can be segmented properly. However the echocardiographic images are having 

many difficulties in the segmentation because there are too many noises, like speckle noise, artifacts and the 

variations of the human body. The segmentation of the color jet area is a very difficult task. One more 

problem is that the echocardiographic images obtained from the echocardiographic machines are color 

images having the color jet inserted on these images. Here we proposed a new technique to solve this 

problem. There is a combination of two methods viz. Particle swarm optimization (PSO) and multilevel 

threshold selection (MTS) to separate out the mitral regurgitation jet area.  
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1. Introduction 

Mitral regurgitation (MR) is the insufficiency of the mitral valve and it is very common heart disease in 

human beings. In case of mitral regurgitation, blood flows backwards through the mitral valve during the 

contraction of the heart and reduces the amount of the blood that is to be supplied to the body.  

Particle swarm optimization (PSO) is a population based research in which each particle is known by its 

specific position, velocity and off-course from its past data. 

Here in this paper the PSO [1] is used in combination with Otsu’s multilevel thresholding [2], to segment 

the MR jet area. An optimum threshold value is selected by finding the maximum value of variance. In some 

thresholding methods like in [3] the optimal threshold is to be finding out by the maximization of the 

histogram entropy. In [4] the gray level of each object in the image is assumed to be normally distributed. 

There are many improvements in the multilevel thresholding time to time [5]-[8].  

The hybridization of PSO and multilevel threshoding proposed in this paper overcomes the problem of 

segmentation of echocardiographic image for the MR severity detection. This hybrid method results in a 

multilevel segmentation of the echocardiographic images.  

2. Overview of Otsu’s Algorithm and Particle Swarm Optimization  

2.1. Otsu’s Multilevel Thresholding Algorithm 
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Algorithm for Otsu method is as follows: 

Let us assume that the pixels of an image be represented in a number of gray levels say, [1,2,...., ]L L . 

At some level j the number of pixel may be represented by nj. So, the total number of pixels on L level is: 

 

1 2[ , ,....., ]LN n n n                                      (1) 

 

After normalizing the histogram the number of gray levels may be:  
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An image may be separated (by a threshold at level T) from background (with pixels of class Cb) and 

objective (with pixels of class Co). Cb having the pixels with levels [1,…,T] and Co having the pixels with levels 

[T+1,…,L]. Then the probabilities of the occurrence of two gray levels classes are given by: 
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and the class mean levels, are given by 
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where ω(T) is the zeroth cumulative moment of the histogram up to the Tth level and can be represented as 

in eq. (7) and μ(T) is the first-order cumulative moment of the histogram up to the Tth level and can be 

represented in eq. (8) 
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The total mean level 
L  of the original image can be expressed as: 
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The relation can easily be verified for any value of T: 

 

, 1b b o o L b o                                       (10) 

 

The class variances may be given as: 
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The with-in-class variance 
W , between class-variance 

B  and Total variance 
T  is given by eq. (13), 

eq. (14) and eq. (15) respectively. 
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The optimal threshold T for bi-level segmentation is maximizes between the class variance as: 
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Expression to segment the image on multi-level thresholding can be solved by taking more than one 

threshold. The image is having k classes for k-1 thresholds (T1, T2,…, Tk-1). The optimal thresholds can be 

selected by: 
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2.2. Particle Swarm Optimization (PSO) 

The PSO is a population based search in which there is a searching in the space by the particles. The 

properties of the particles (past value, position and velocity) are characterizing the each particle. All the 

neighborhood particles follow that particle, which is performing the best (local best) and there is a global 

best in the entire swarm. The objective function of the particle is to be evaluated during each flight with 

respect to the particle current position. The information collected from there is used to decide the particle 

quality so that to determine the leader particle in the sub-swarm or in the complete population of the 

swarms. 

Each individual particle is assumed to be volume-less or we can say assumed to be point in a search space. 
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The ith particle  1 2, ,....,i i i imP p p p  in the multidimensional search space with a global best particle gp . 

The rate of change in position (velocity) of ith particle is  1 2, ,....,i i i imV v v v . The manipulation for the 

particle can be given as: 

 

   1 1 1 2 2. . . .im im gd im im imv v R C p x R C p x                           (18) 

 

1 1im im imx x v                                      (19) 

 

where C1 and C2 are the positive constants or learning constants, R1 and R2 are the generated random 

numbers in the [0,1] interval, igp is the position of the global best particle and 
imp  is the position with the 

best value recorded by the particle so far.  

3. Proposed Hybrid Segmentation Method for MR Jet Area 

The color echocardiographic images are significant for the MR severity evaluation. Assuming that there 

are L = (1, 2,…, L-1) intensity levels for the echocardiographic image. For echocardiographic images the 

numbers of intensity levels are very large comparison to other types of images. So the Otsu’s method alone 

suffers from the long time processing and decreased efficiency because the number of threshold increases.  

So before segment the image through the Otsu’s multilevel thresholding, it is to be set with the help of 

PSO algorithm. With the help of PSO the echocardiographic image has to be converted into the image which 

having the best levels as mentioned in the eq. (18) and eq. (19). 

Let the original echocardiographic image is IE. After applying the gbest PSO method there is now only the 

levels which are very best for the further segmentation process. The obtained image is as follows: 

 

  ( )PSO bl EI f PSO I                                (20) 

 

where IPSO(bl) is the image obtained after the application of the PSO gbest formulation. The index term bl 

represents that the obtained having the best levels which are the features for the further processing. 

As we still having the color image with reducing intensity levels, the image has be undergo for 

Karhunen-Loeve transform (KLT) to find the highest energy component. The low-term components (with 

highest Eigen values) contain most of the energy In other words the KLT minimizes the geometric mean of 

the transform component variances. So the image after KLT is as shown below: 

 

  ( )KLT PSO blI f KLT I                                (21) 

 

After the KLT the image is going to the thresholding process given by the Otsu as in eq. (1) to eq. (17). So 

the segmented image after Otsu’s method: 

 

  jet KLTI f Otsu I                                (22) 

 

where jetI  represents the jet area segmented image. 

4. Result and Discussions 
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For the experiment five cases are considered here. All the five patients are suffering from severe MR. 

Every case have been discussed in there two views viz. apical 2 or 4-chamber view and parasternal long axis 

view. The color patterns with jet color representing the MR jet area. 

 

 

 

 
Fig. 2. Case 2: Apical 4-chamber view and parasternal long axis view. 

 

 
Fig. 3. Case 3: Apical 2-chamber view and parasternal long axis view. 
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Fig. 1. Case 1 : Apical 2-chamber view and parasternal long axis view. 



  

 
Fig. 4. Case 4: Apical 4-chamber view and parasternal long axis view. 

 

 
Fig. 5. Case 5: Apical 2-chamber view and parasternal long axis view. 

 

 
Fig. 6. Graphical representation of the CPU efficiency. 

 

The upper row on the figures showing the original image and the image obtained after the gbest PSO 

segmentation. It is clear from the image that the intensity levels are decreased in this case. The second and 
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third rows are showing the images obtained after applying the proposed hybrid segmentation and after 

Otsu’s segmentation respectively on level 2 and 3. 

From Fig. 1 to Fig. 5 it is clear that the segmented images obtained by proposed hybrid method are more 

centric to MR jet than the images obtained by the Otsu’s method alone. However some post-processing are 

also required for getting the only the MR jet area. 

Table 1 showing the comparison of the proposed algorithm with the Otsu’s method based on the CPU 

efficiency. The proposed method takes very less to segment the image. If the image directly be segmented 

by the Otsu’s multilevel thersholding then the convergence time is high. But when it is segmented after the 

processing by the gbest PSO then the segmentation time is very less as shown in the Table 1. The time 

variation can clearly be shown in Fig. 6. The trend line corresponds to the Otsu’s method takes the upper 

area to the trend line corresponds to the proposed method on the time scale.  

 

 

    

 

 

   

 

 

   

 

 

   

 

 

   

 

 

    

 

 

   

 

 

   

 

 

   

 

 

   

 

 

 

5. Conclusion 

In this paper a new method is proposed for the segmentation of the echocardiographic image. The basic 

propose is to segment the MR jet area echocardiographic images. Otsu’s multilevel thresholding is good for 

such types of image as there are much intensity level are present in the single images. But the method alone 

takes a large time due to such levels. So the proposed method decreases the level first with the help of PSO 

gbest method and then Otsu’s method is applied. The combination of two methods increases the stability.  
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