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Abstract—Presented study investigates nonlinear feature 

extraction method for Electroencephalography (EEG) signal 

using fractal measures. The classical fractal measures of 

Higuchi dimension and Box-counting dimension were used and 

compared. This paper also introduces a new measure of 

approximate fractal entropy (AFE). It is applied as feature 

extraction in solving the problem of SSVEP idle-state detection. 

Comparison study was conducted between AFE and fractal 

dimension methods. Experimental results show the advantage 

of AFE-based feature extraction. 

 
Index Terms—Electroencephalography (EEG), steady-state 

visual evoked potentials (SSVEPs), feature extraction, 

brain-computer interface (BCI). 

 

I. INTRODUCTION 

Brain-Computer Interface (BCI) technology is a 

communication system which does not rely on the brain 

peripheral nerve pathways and muscle of the communication 

system [1]. BCI converts the information sent by brain into 

commands to drive external equipments, realizing 

information exchange between human body and the outside 

world, as well as external environment control. BCI 

technique has important application value in multiple fields 

of military, aerospace, transportation, entertainment and 

rehabilitation robots, etc [2][3]. Brain computer interface 

technology founded on the basis of brain nerve scientific 

theory, involving cognitive science, signal processing, 

pattern recognition, motion control, and other technology 

area, establishing itself an intelligent control system based on 

EEG data processing. 

Because of its convenient signal acquisition and high time 

resolution, scalp EEG is widely adopted in brain computer 

interface study. Four kinds of brain wave signal types are 

commonly employed in current scalp EEG based BCI 

systems researches, including Steady-state visual evoked 

potentials (SSVEPs), P300, Event-related desynchronization/ 

synchronization (ERD/ERS), Slow-scalp potentials, (SCPs), 

etc[4]. Among them SSVEP attracted widely attention, due to 

its advantages of convenient experiment preparation, high 

information transfer rate, low training process requirement, 

and less affected by the individual difference [5][6][7]. 

SSVEPs are biological feedbacks of visual cortex to 

flashing stimulation in the visual center. Studies have proved 

that the flashing stimulation in the visual center can enhance 
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particular neural activity mode of neurons assembly, 

regulating specific frequency component amplitude of 

recoded EEG signal. The response frequency of the SSVEP is 

the similar to that of visual stimulation. It is generally 

believed that, when visual stimulation frequency is higher 

than 6 Hz, SSVEPs could be induced [7][8]. 

There are two patterns in brain-machine interface research, 

saying synchronous control and asynchronous control [9]. 

Users of synchronous brain computer interface system need 

to cooperate with system, providing control commands in the 

period of time specified by system. For this control mode, the 

users are prompted by system at intervals of time, and only in 

this period the system can be controlled. The so-called 

asynchronous refers to such kind of control mode, the 

changes of symbols, command, signal level occur when the 

user has control intent (Intentional control, IC), the system 

output keep middle state when the user have no control 

purpose (no control, NC), while system is still in control at 

this time. 

Asynchronous control mode helps to improve the user 

independence and practical degree of BCI. How to realize 

asynchronous BCI effectively is one of the key problems for 

developing BCI from lab to actual application [10]. Study has 

been conducted on how asynchronous control could be 

applied in BCI. The research presented in literature [11] and 

[12] applied respectively subspace decomposition (CSSD) 

method and energy accumulation method on asynchronous 

control of movement imagine based BCI. Literature [13] 

presented a SSVEP-based asynchronous BCI system 

employing C0 complexity metrics as feature extraction 

method. 

The presented study investigated the SSEVEP idle-state 

detection problem on the basis of fractal theory. Non-linear 

character of fractal dimension was employed for feature 

extraction and its physiological implication was discussed. A 

new EEG feature extraction method using approximate 

fractal entropy as mental state metric was further proposed in 

this paper, and its relationship with fractal dimension was 

discussed as well. Both methods were then applied in SSVEP 

idle-state detection. Experimental results show that 

approximate fractal entropy method has superiority in 

SSVEP idle-state detection over fractal dimension. 

 

II. FRACTAL-MEASURE BASED IDLE-STATE DETECTION 

A. Fractal-Dimension Based Idle-State Detection 

Fractal (Fractal) is a mathematics set with high 

geometrical complexity. Fractal theory was firstly founded 

by Mandelbrot in 1975, which has been widely employed to 

depict natural phenomenon nowadays [14]. Fractals has fine 

structure at any scale, while keep self-similarity between 
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different scales. A prominent feature of fractal is the negative 

power law characteristics, which can be commonly observed 

in measurement results of different scales, or in energy 

spectrum of fractal time series. Fractal dimension (FD) is 

thus established based on fractal theory as a measure of 

describing the invariance character of negative power law 

behavior [15]. 

There are different methods for estimating the fractal 

dimension of 1-d signal, for example, Higuchi method [16], 

and the Box-counting method [17], etc. To make 

performance comparison of different methods in estimating 

time series fractal dimension, we conducted simulation study 

employing a standard fractal signal generated by Weierstrass 

cosine functions. Weierstrass cosine function is a special 

function with property of everywhere continuous everywhere 

non-differentiable. It was put forward by the German 

mathematician Karl Weierstrass in 1872 [18]. Weierstrass 

curve has proved to be a typical fractal signal when fractal 

theory was developed. The generation formula of Weierstrass 

fractal signal is.  

𝑊𝐻 𝑡 =  𝛾−𝑘𝐻 𝑐𝑜𝑠 2𝜋𝛾𝑘𝑡 , 0 < 𝐻 < 1, 𝛾 > 1∞
𝑘=0        (1) 

The fractal dimension of this fractal signal can be 

determined by the parameters of the formula, ie.𝐷 = 2 − 𝐻. 

In the present study, we set 𝛾 = 5 and 𝑡 ∈ [0,1] for fractal 

signal generation. Sampling 𝑁 + 1 points at equal interval, 

with 𝑁 = 4096. Set parameter H from 0.9 to 0.1 at interval of 

0.1 respectively, we got nine generated fractal signals, with 

fractal dimension of 1.1~1.9. These nine signals with 

different fractal dimension were then analyzed with Higuchi 

algorithm and Box-counting method to estimate the fractal 

dimension. The change correlation of estimated fractal 

dimension with Weierstrass fractal dimension is shown in Fig. 

1. 

 

Fig. 1. Higuchi fractal dimension and box-counting fractal dimension of 

Weierstrass curve. 

We can see from the figure, Higuchi method outperformed 

Box-counting method in Weierstrass fractal dimension 

estimation. There were also researchers compared different 

methods for fractal dimension estimation of EEG signals. 

they pointed out that for EEG signals fractal dimension 

estimation which has less signal length, Higuchi method 

could achieve more stable performance than several other 

methods [19][20]. Therefore, Higuchi method was employed 

in this study as the fractal dimension estimation method. 

We have conducted a previous study on the neural 

physiological basis of the fractal dimension of EEG signal, 

the experimental results showed that the time domain fractal 

complexity of EEG signals correlated with the component 

diversity of signal spectrum. EEG fractal properties can 

reflect in certain sense the oscillation pattern diversity of the 

neurons assembly [21]. In this article, we further discuss the 

application of fractal dimension extraction of EEG signals in 

SSVEP idle-state detection. 

According to the basic principle of SSVEP, most of the 

visual cortex area is used to dealing with the information in 

the central region our vision. so when stimulation target with 

certain frequency moves around the vision central, SSVEP of 

corresponding frequency will be enhanced remarkably [8]. 

By looking at stimulation targets coded by different 

frequency, different SSVEP potential can be induced at 

visual cortex. 

To explain the SSVEP generating mechanism, researchers 

put forward a kind of oscillator explain theory [22]. This 

theory believes there are neural networks with different 

resonance frequency in the brain, known as oscillator. These 

oscillators are not synchronized with each other when no 

stable external stimuli received. The EEG of this status 

behaves disorderly. When receiving external stimuli 

repeatedly with certain frequency, oscillators of the 

stimulating frequency or harmonic frequency will produce 

resonance. These resonance results in significant 

enhancement of the corresponding spectrum component of 

EEG signals and harmonic signal, thus SSVEPs are observed 

[23]. 

The appearance of dominant component in EEG spectrum 

introduced by SSVEP remarkably reduce the component 

diversity, thus the temporal complexity are reduced 

correspondingly. This reduction in temporal complexity can 

then be detected by calculating the fractal dimension of EEG 

signal. That is to say, lower EEG fractal dimension indicates 

the appearance of SSVEP potential, while higher EEG fractal 

dimension corresponds to high diversity of neuron activity 

pattern, namely idle state. Thus the detection of SSVEP state 

was transformed into estimating the fractal dimension of 

EEG signal. 

B. Approximate Fractal Entropy Based Idle-State 

Detection 

Entropy is a quantitative measure for describing the 

randomness and disorderliness of system based on the second 

law of thermodynamics [24]. Shannon entropy was jointly 

established by Shannon and Wiener, an information theory 

concept defined on the basis of probability model. It provides 

a new measure of uncertainty or information quantity [25], 

[26]. 

Let X to be the provided discrete random variable, with 

value range of  𝑥1,⋯,𝑥𝑛 . Then an uncertain system is built of 

X and its values. Let 𝑝 to be the probability density function 

(PDF) of 𝑋, we have the definition of Shannon entropy, 

𝐻 𝑥 = − 𝑝 𝑥𝑖 𝑙𝑜𝑔 𝑝(𝑥𝑖)

𝑛

𝑖=1

 

In information theory, information is related to the 

reduction of entropy or uncertainty. The concept of 

information entropy has also been introduced into ecological 
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system study, forming Shannon-Wiener index, an important 

indicator for measuring the diversity of species [27]. The 

so-called diversity is to indicate the unevenness between the 

components of a system. As discussed above, the fractal 

dimension measure of EEG signal is closely correlated with 

the spectrum diversity of EEG. Information entropy is thus 

introduced in this section to further discuss its application in 

complexity measure and feature extraction of EEG and also 

in SSVEP idle-state detection as well. For this purpose, we 

give the definition of Approximate Fractal Entropy (AFE) as, 

For given time series 𝑋 𝑖 , 𝑖 = 1,2, ⋯ , 𝑁, we calculate the 

power spectrum density according to N-point Fourier 

transformation, 

𝐹𝑁 𝑗 =
1

𝑁
 𝑋(𝑘)𝑒−2𝜋(𝑘𝑗 𝑁 )

𝑁

𝑘=1

 

let                         𝑆𝐹 =  𝐹𝑁 𝑖 
𝑁
𝑖=1  

then the Approximate Fractal Entropy of the given time series 

can be defined as 

𝐷0 =  − 𝐹𝑁 𝑠 𝑆𝐹 𝑙𝑜𝑔2 𝐹𝑁 𝑠 𝑆𝐹  𝑁
𝑠=1  1/2      (2) 

Simulation experiment was also conducted for the 

Approximate Fractal Entropy measure employing the 

Weierstrass fractal signal, as conducted in previous section. 

Fig. 2 gives the simulation result of Higuchi fractal 

dimension and Approximate Fractal Entropy, when changing 

with the fractal dimension of Weierstrass fractal signal. Table 

I gives the correlation performance. 

 

Fig. 2. Fractal dimension and approximate fractal entropy of Weierstrass 

fractal curve. 

TABLE I:  CORRELATION BETWEEN DIFFERENT MEASURES 

 FD Higuchi FD AFE 

FD 1 0.99919 0.99471 

Higuchi FD 0.99919 1 0.99194 

AFE 0.99471 0.99194 1 

We can see from the results that both Higuchi fractal 

dimension and Approximate Fractal Entropy can effectively 

reflect the fractal property of Weierstrass fractal signal. 

Approximate Fractal Entropy provides an alternative 

measure for temporal fractal property of time series, and thus 

provides a new non-linear feature extraction method for 

SSVEP idle-state detection. 

III. EXPERIMENT RESULTS AND PERFORMANCE 

EVALUATION 

To testify and compare performance of different fractal 

feature extraction methods in SSVEP idle-state detection, 

real world SSVEP experiment was conducted and the results 

are presented in this section. 

The stimulation stimuli in experiment were generated by 

SSVEP inducing program. White squares with side length of 

200 pixels flicker at different position of a screen with 

resolution of 1024 x1280 pixels. In SSVEP period, 

experiment volunteers were required to focus on one of the 

flickering targets, and in NC time, participants can see any 

other places, or even conversation. The focusing goals were 

randomly determined by the system, and each period lasts 2 

seconds. 

Two volunteers took part in the experiment, no visual 

disease, normal vision after correction. The scalp EEG 

acquisition in the experiment was conducted by physiological 

signal acquisition instrument produced by Biosemi 

corporation, with sampling frequency of 256 Hz. The 

electrode A30 in the Biosemi 128 ABC positioning system 

was selected for the idle-state detection experiment. Three 

SSVEP states, including 10 Hz, 12 Hz, 15 Hz, and NC idle 

state were employed. Participant1 conducted 125 SSVEP 

experiments and 85 idle-state experiments, while participant2 

126 SSVEP and 122 idle-state. 

Feature extraction was then performed using both fractal 

dimension method and approximate entropy method, to 

compare the performance of the different methods in SSVEP 

idle-state detection. The experiment results are shown in Fig. 

3. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Fig. 3. Distribution of the feature values(a)FD feature value of participant 

1(b)AFE feature values of participant 1(c) FD feature value of 

participant2(d)AFE feature values of participant2 

We can see from the feature extraction results of these two 

methods, there is no remarkable difference can be observed 

within three SSVEP states for both fractal dimension method 

and AFE method. The feature values of different SSVEP 

states mixed together. For SSVEP state and NC state, 

effective separating capacity was manifested, which showed 

the effectiveness of these two methods. Compared with 

fractal dimension method, AFE method got higher 

discriminating performance with less overlap between 

SSVEP and NC state. To see more clearly, we drew 2-d 

distribution of the extracted feature values as Fig. 4. 

 
(a) 

 
(b)                          

Fig. 4. Scatter plot of FD feature values and AFE feature values 

(a)Participant 1(b)Participant 2. 

From the experiment results shown in figure 3 and figure 4, 

feature separating degree of AFE is obviously higher than 

fractal dimension method. We then conducted quantitative 

performance evaluation for the SSVEP idle-state detection 

experiment. Sensitivity and specificity are two main 

performance indicators for binary classification problem [28], 

ie., 

100
TP

Sensitivity
TP FN




                            (3) 

100
TN

Specificity
TN FP




                            (4) 

In the formula above, TP means true positive, FN false 

negative, TN true negative, FP false positive. Sensitivity 

represents the ratio of correctly identified SSVEP cases to all 

SSVEP cases, and Specificity refers to the ratio of correctly 

identified NC cases to all NC states. 

Receiver operating characteristic curve (ROC), also called 

sensitivity curve, is a effective performance evaluation 

method to visualize both sensitivity and specificity results. 

The more the ROC approaches to the left-up corner, the better 

the synthesis performance of both sensitivity and specificity. 

In figure 5, we give the ROC curves of fractal dimension, 

AFE, and C0 complexity [13].  

 
(a) 
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(b) 

Fig. 5. ROC curves of different feature extraction methods (a)Participant 

1(b)Participant 2. 

It can be observed in figure 5(a), the ROC of AFE method 

got the best performance among the three feature extraction 

methods. For AFE method, if we control specificity at 90%, 

we can get a high sensitivity performance of above 90%. In 

figure 5(b), the performance evaluation result of participant 2, 

the ROC of AFE method also outperformed the other two 

methods. The experiment results demonstrated the 

superiority of AFE feature extraction method in the EEG 

SSVEP idle-state detection application. 

 

IV. CONCLUSION 

Brain-computer interface is an EEG-based intelligent 

control system, the efficiency of feature extraction method 

plays key role. This study investigated EEG non-linear 

feature extraction method employing fractal analysis theory. 

The correlation between EEG fractal dimension and SSVEP 

potential was described utilizing the sensitivity characteristic 

of temporal fractal dimension to the frequency components 

diversity. This study further gave the definition of 

approximate fractal entropy, and put forward a new fractal 

feature extraction method for SSVEP idle-state detection. 

The performance of both the fractal dimension and 

approximate fractal entropy methods was evaluated and 

compared through simulation and real world EEG 

experiments. The experiment results show that, for feature 

extraction of SSVEP idle-state detection, fractal measures are 

effective, and AFE method significantly outperformed fractal 

dimension. Thus the presented fractal-feature-based method 

provides an alternative solution for feature extraction of 

SSVEP-based asynchronous BCI research. 
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