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Abstract—Land use efficiency is a quite important index for 

land management. And there is much information hidden in the 

land information which has great potential for land 

management. A data mining method based on fuzzy neural 

network for land use data mining is presented in this paper. The 

fuzzy neural network based on fuzzy logic and neural network 

and its study algorithm are introduced. Considering its features 

as fast speed, steady studying course, global dynamic 

optimization, the fuzzy neural network is applied to establish 

the model for data mining. The urban cadastral data mining for 

land use efficiency appraisal is used as an example to proves it is 

feasible. 

 
Index Terms—Land use efficiency, data mining, fuzzy neural 

network, cadastral data.  

 

I. INTRODUCTION 

With the urban cadastral investigation and updating in the 

past decades, huge data have been gathered and stored in the 

land management bureau of government. However, the 

knowledge and information hidden in these data have not 

been discovered and put to use yet, thus leading to “explosive 

data but scarce knowledge”. This has caused great data waste 

of data gathered with much human and financial resource.  

Data mining means extracting data patterns and features, 

data relations, and other implicit knowledge which users are 

interested in. It is a new field of multi-disciplinary and 

multi-technology. In recent years, the major data mining 

methods include data analysis methods, statistical methods, 

inductive learning method, clustering and classification 

methods, detective data analysis methods, rough set method, 

cloud theory, detection methods of data features and trends, 

digital image analysis and pattern recognition, visualization 

methods and so on. These methods are often integrated, and 

sometimes it is necessary to search for new methods for 

spatial data mining.  

Neural network, a nonlinear self-adaptive dynamic system, 

can extract the internal features of information and simulate 

any complex nonlinear relationship, so it is very suitable for 

solving the problems of data mining. However, the existing 

neural network model can only deal with precise data, and in 

reality we often be faced with some imprecise or fuzzy 

information in data mining. Therefore the integration of 

fuzzy theory and neural network has gradually attracted the 

researchers’ attention and it has showed extensive prospects 
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in the research and application of this field.  

 

II. FUZZY NEURAL NETWORK AND ITS ALGORITHMS 

Artificial neural network (ANN) simulates the functions of 

neurons, with the capabilities of distributed storage and 

parallel processing for information. Thus it can compute 

collectively and learn self-adaptively. Similar to the human 

brain, fuzzy theory can express the experience of operators as 

rules and convert it into computer algorithms. Fuzzy neural 

network embeds fuzzy logic into neural networks, integrating 

the strong knowledge expressing ability of fuzzy systems and 

powerful learning ability of neural networks. Thus it is better 

than conventional neural network in learning time, training 

steps and precision. As the existing fuzzy neural network has 

some technical difficulties in optimization of fuzzy 

membership functions, fuzzy logic reasoning, optimized  

fuzzy computing and anti-fuzzy functions designing, we 

contrive a fuzzy neural network model with fast learning 

algorithms and fuzzy reasoning ability. 

A. Fuzzy Neural Network and Its Structure 

Comprising some fuzzy neurons orienting toward control 

and decision-making, fuzzy neural network is a combined 

system of fuzzy logic and neural network. These fuzzy 

neurons are defined as implementing fuzzy computing, fuzzy 

reasoning, fuzzy computing and anti-fuzzy computing. Fuzzy 

neurons adopted in the fuzzy neural network make it be 

properly defined from the initial training of the fuzzy rules, 

which makes the network more fault-tolerant and the system 

more stable. In the conventional fuzzy neural networks, 

stationary and partial optimization computing methods such 

as minimum and maximum operations are often used for 

fuzzy computing. But in compensative fuzzy neural network, 

dynamic and global optimization methods are adopted. And 

in the learning algorithms, compensative fuzzy computing is 

also dynamically optimized, which makes the network 

optimized. The network not only can adjust the input and 

output fuzzy membership functions, but also can dynamically 

optimize the fuzzy reasoning with the aid of compensative 

logic algorithms. Its parameters, which can be preset by a 

heuristic algorithm to enhance the training speed, have 

definite physical meanings. 

Each compensative fuzzy neural network has five layers: 

input layer, fuzzy layer, fuzzy reasoning layer, compensative 

computing layer and anti-fuzzy layer. Each neural node of the 

first layer is directly connected to each input vector. Each 

second layer’s node represents a fuzzy linguistic variable, 

which can calculate the membership degree of every branch 

of the input vector belonging to the corresponding fuzzy set 
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of each linguistic variable. Each neural node of the third layer 

represents a fuzzy rule. It can match the fuzzy rules and 

calculate the fitness degree of each rule. The fourth layer’s 

neurons carry out the compensative fuzzy computations. And 

the fifth layer’s neurons carry out the anti-fuzzy 

computations to obtain the exact values of the network’s 

outputs. The network structure is shown in Fig. 1. 

 
Fig. 1. Structural chart of compensated neural network 

B. Training Algorithms  

In the training process of a compensative fuzzy neural 

network, iteration may be divided into two processes: the 

forward compensative fuzzy reasoning process and the 

backward error propagation process. At the beginning of 

training, the initial values should be preset for the network’s 

parameters including the center and width of fuzzy 

membership functions for input and output, together with the 

compensation degree. Then the compensative fuzzy 

reasoning and error's counter spreading process will be 

iterated until the result is satisfying.  

Suppose a compensative fuzzy neural network with n 

inputs, m outputs and s fuzzy reasoning rules and take P 

sample signals (xp, yp) to train the network. The fuzzy 

membership functions of input and output are Gaussian as 

follows. 
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where k

jb  represents the center and k

j represents the width of 

the output of membership function. 

In practical use, the sum of width for the input and output 

variables’ membership functions is generally equal to the 

value range of the variables. The division of the fuzzy sector 

(i.e. nodes number of the concealed layers), the center and 

width of the membership functions are often determined 

according to the distribution features of the variables. As the 

training precision and time are directly influenced by the 

nodes number of the concealed layers, these two factors 

should also be considered when we determine it.   

The fuzzy reasoning rule k among the R ones is described 

as follows: 

RK：If (x1 is A1
K and x2 is A2

k and ⋯  and xn is An
k), then (y1 

is B1
k and y2 is B2

k and ⋯  and ym is Bm
k). 

The fuzzy set A in the range U=U1×U2×⋯ ×Un produces 

the fuzzy set B in the range V=V1×V2×⋯ ×Vm after it is 

transformed by the fuzzy reasoning rule k in the third layer. 

After the reasoning operation, the compensative operation 

and the single-value fuzzy operation, its degree of 

membership is obtained as follows. 
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where the compensation degree rk∈[0，1]. 

The output value is obtained after the anti-fuzzy operation 

of the fifth layer. 
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The gradient descent law which can adjust the pace 

dynamically is taken to train the compensation degree in the 

compensative computing, the center and width of the input / 

output membership functions. The corresponding iteration 

formulas are listed as follows. 
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III. LAND USE EFFICIENCY DATA MINING BASED ON FUZZY 

NEURAL NETWORK 

As a type of spatial data, cadastral data record such basic 

information of land parcels as area, ownership, location and 

use and so on, which can reflect the land use status of a 

district. So it is very important for the administrative organs 

such as land management and urban planning. Analysis of the 

existing cadastral data is helpful for the prediction of the 

future land use and the scientific land management. Because 

cadastral data is of huge volume, either manual analysis or 

traditional statistical methods are difficult to discover the 

information implied in these data. So data mining can be 

effective in dealing with such a problem. This paper attempts 

to use fuzzy neural network for the analysis of cadastral data 

in order to find the implied knowledge and relationship. 

Compensative fuzzy neural network can express the 

uncertainty of entity in fuzzy means, and condense the 

knowledge implied in the data to the weight between the 

nodes after they are trained with many spatial data samples. 

Cadastral data mining based on compensative fuzzy neural 

network mainly includes the following procedures. 
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1) Data choosing and pre-processing. Extract the necessary 

data from the cadastral database and check its 

completeness and uniformity. The “noise” data should 

be canceled and the lost data should be filled with 

statistical methods. Then store the processed data into a 

new database.  

2) Construct the data mining model. The training and 

non-linear reflection of the network are completed by 

adopting the compensative fuzzy network structure and 

improved algorithms mentioned above. The prepared 

cadastral data are used as the input and output for the 

training. 

3) Select the input columns and predictable columns. The 

input columns, strongly related to the predictable 

columns, are used to train the mining model. 

“Construction area” and “land use type” are chosen as 

the input columns for the example. The predictable 

columns are the expected result for the data mining 

model. The “building capacity rate” is chosen as the 

predictable column for the example. 

4) Test and evaluate the model. Verify the testing data and 

if the given requirement of the total errors is satisfied, the 

training can be ended and the model can be put to use. If 

not, the training data should be adjusted until 

satisfaction. 

5) Appraise the urban land use efficiency. The tested model 

is put to use for urban land use efficiency of the whole 

city. 

According to the “maximum membership” principle, the 

“building capacity rate” appraisal results for commercial, 

residential and industrial land are general, high and low 

respectively after the data mining form the urban cadastral 

database of ChongQing city with the compensative fuzzy 

neural network. This shows the land use of this region is at a 

low efficiency and there is still much potential. So in the 

future land use, attention should be focused on enhancing the 

land efficiency through measures such as land transformation 

and old city reform and so on.  

 

IV. CONCLUSIONS 

Spatial data mining is a hot field in data mining for its 

special features related to space. Urban land use has spatial 

features, so methods for spatial data mining can also be used 

for cadastral data mining. Fuzzy neural network, which can 

deal with complex data and prediction process that other 

algorithms can not accomplish, has become a focus in recent 

years in many fields. Data mining can extract such 

information and knowledge as data classification, spatial 

evolution and prediction and so on, and in the huge cadastral 

data find the implied information which is helpful for our 

urban construction and management. Research of this paper 

shows we can use neural network for land use efficiency data 

mining from urban cadastral database. Spatial data mining 

from cadastral database can also help us get much 

information about urban land use, so the fuzzy neural 

network method has a nice prospect in data mining from 

cadastral database.  
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