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algorithm. There are different types of inputs (here stationary 
and Non-stationary) and three different types of applications. 
There are two pop-up menus, from which the user can select 
the type of input and application. The user can select any 
application with any desired input signal. There are five axes 
in which the user can observe five different output wave 
forms as Input signal, estimated signal, Learning curve, 
Co-efficient curve, Error signal. The user can also assign the 
simulation length. One can estimate the signal performance 
based on these different algorithms with different 
applications. 

 

II. ALGORITHMS FOR ADAPTIVE FILTERS  
The algorithm is the procedure used to adjust the adaptive 

filter coefficients in order to minimize a prescribed criterion. 
The algorithm is determined by defining the search method 
(or minimization algorithm), the objective function and the 
error signal nature. The choice of the algorithm determines 
several crucial aspects of the overall adaptive process, such 
as existence of sub-optimal solutions, biased optimal solution, 
and computational complexity. 

A. The Leaky Mean Square (LMS) Algorithm 
The LMS is a search algorithm in which a simplification of 

the gradient vector computation is made possible by 
appropriately modifying the objective function. The LMS 
algorithm, as well as others related to it is widely used in 
various applications of adaptive filtering to its computational 
simplicity. The convergence characteristics of the LMS 
algorithm are examined in order to establish a range for the 
convergence factor that will guarantee stability. The 
convergence speed of the LMS is shown to be dependent on 
the Eigen value spread of the input signal correlation matrix. 
The main features that attracted the use of the LMS algorithm 
are low computational complexity, proof of convergence in 
stationary environment, unbiased convergence in the mean to 
the Wiener solution, and stable behavior when implemented 
with finite-precision arithmetic. The optimal (Wiener) 
solution is given by                                   W୭ =  Rିଵrୢ୶                 (1)  
where    ܴ =  ௗ௫= E[d(k) X(k)],   assumingݎ & ሾܺ(݇)்ܺ(݇)ሿܧ
that d(k) and X(k) are jointly wide –sense stationary. The 
update equation for the least mean square (LMS) is given by  

 
                          w(k  1) = w(k)  μe(k)X(k)                    (2)  

Here   e(k)X(k)  is the estimate of the gradient of  ε (k) and 
µ is known as the step size and it is computed as[1] 

                                        
            0 < µ < ଶ(ାଵ)ா|()|మ                                     (3) 

 
A simple and effective algorithm that does not require any 

ensemble averages to be known. For wide-sense stationary 
processes, the LMS algorithm converges in the mean if the 
step size is positive and no larger than  ௫ , and itߣ/2  
converges in the mean-square if the step size is positive and 
no larger than 2/ݎݐ (ܴ௫  )  [1]. 

B. The Leaky LMS (LLMS) Algorithm 
The main difference between LLMS and common LMS 

algorithm is the introduction of γ into the autocorrelation 
matrix of the input signal X(k). One of the main situations in 
this algorithm is when the autocorrelation matrix of the filter 
input signal is ill conditioned, which means it has Eigen 
values close to zero. From the point of formula one can 
observe the following differences. 

The update equation for the LLMS algorithm is given by 
[1] 

                    w(k  1) = (1 െ μ )w(k)  e(k)X(k)            (4) 
 

Here γ is the leakage coefficient which has limits         
                             
                                   0 < γ <<1                              (5) 

 
Through proper choice of positive leakage parameter Ɣ, 

excess parameter drift can be avoided. Though LLMS has 
very low implementation complexity, it applies filter tap 
leakage indiscriminately thus biasing W(k) and increasing 
mean square error (MSE).The leaky LMS algorithm is useful 
in overcoming the problems that occur when the 
autocorrelation matrix of the input process is singular [1]. 

C. Normalized LMS (NLMS) Algorithm 
To increase the speed of the LMS algorithm without using 

the estimates of the input signal correlation matrix, a variable 
convergence factor is a natural solution. The normalized 
LMS algorithm usually converges faster than the LMS 
algorithm since; it utilizes a variable convergence factor 
aiming at the minimization of the instantaneous output error. 
The updating equation of the LMS algorithm can employ a 
variable convergence factor μ୩  in order to improve the 
convergence rate. In this case the updating formula is 
expressed as [1] 

                        w(k  1) = w(k)   2μ୩e(k)X(k)                (6) 
 

where μ must be chosen with the objective of achieving a 
faster convergence. A possible strategy is to reduce the 
instantaneous squared error as much as possible. The 
motivation behind this strategy is that the instantaneous 
squared error is a good and simple estimate of the mean 
square error (MSE). 
                                                μ୩ = ஒXT(୩)X(୩)                                (7) 

 
Using the variable convergence factor, the updating 

equation for the LMS algorithm is given by [4] 
      w(k  1) = w(k)  e(k)X(k)XT(k)X(k)                         (8) 

 
Using a fixed convergence factor μ୬ is introduced in the 

updating formula in order to control the misadjustment, since 
all the derivations are based on the instantaneous values of 
the squared errors and not on the MSE. Also a parameter ε 
should be included in order to avoid large step sizes when ்ܺ(݇)ܺ(݇) becomes small. The coefficient updating 
equation is then given by [4] 
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D. RLS Algorithm with ANC as Application 

 
Fig.  9. Output waveforms: RLS algorithm with ANC as application 

 
Fig. 9 shows RLS is selected to work and γ is set to 1 and 

the order is set to10. A Non-Stationary signal is selected for 
ANC and the output is taken to be the learning curve. The 
simulation length is chosen as 1000. 

E. Sign Error Algorithm with ALE as Application 
Fig.10 shows Sign-Error is selected to work and µ is set to 

0.001 and the order is set to 10. A Non-Stationary signal is 
selected for ALE and the output is taken to be the learning 
curve. The simulation length is chosen as 1000. 
 

 
 Fig. 7. Output waveforms: sign LMS algorithm with ALC as application 

F. Sign – Sign Error Algorithm with System Identification as 
Application 

Fig.11 shows Sign-Sign Error is selected to work and µ is 
set to 0.001 and the order is set to 10. A Non-Stationary 
signal is selected for system identification and the output is 
taken to be the learning curve. The simulation length is 
chosen as 1000. 

 

 
 Fig. 8. Output waveforms: sign-sign error algorithm with system 

identification as application 
 

V.  CONCLUSION 
The implementation of various algorithms successfully 

achieved system identification and noise cancellation. The 
effect of varying different parameters in the algorithm is also 
observed. 

A performance analysis of adaptive filter algorithms based 
on adaptive weight update equation is presented in stationary 
and non-stationary environments. It should be noted that all  
results presented here for the different algorithms with 
different applications are demonstrated and the end user can 
select an appropriate parameter for the desired application. 
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