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Abstract—Risk taking capability of a person in the financial market is based on many factors including demographic factors like age, education, marital status etc. In this paper in order to analyze the various investment instruments used by the people of different profiles; we have applied fuzzy data mining technique to the demographic factors of a human being. After the division into fuzzy clusters, membership of the person to the clusters is calculated. After the memberships, the derived memberships are used to find the people those have the memberships in the similar range. The result is in the form of investment patterns of the similar person. In further processing the FP growth is applied to find the most recurring patterns. The sequence for the same has been shown in the paper through the example of five input sets. The main aim of this paper is to apply data mining to find the investment patterns of a person based on their characteristic.

Index Terms—Fuzzy c means, frequent pattern growth, data mining.

I. INTRODUCTION

People of different profiles have different investment strategies as per the humanly attributes. [1], [2] The work in the paper concerns the analysis of the investment patterns which are affected by the attributes of a person it carries in the given population. The classification of the population into groups as per the profile attributes and then analysis of the patterns in investment needs to be done. For any person, to find the investment patterns of the people in the population, the association of the person to the group of similar people need to be found out and then the patterns above a set threshold to be reported.

II. RELATED WORK

Work has been done in the field of risk ability identification of the person. It’s more of a subjective matter and depends on the characteristics and circumstances. [3], [4] The factors of inclusions are debated but still questionnaire have been developed with 13 and 5 questions to judge the risk ability and risk tolerance of the person [by John Grable and collaborators]. And they are called the risk assessment instruments.

The allocation task regarding the financial instruments is an elaborate and an exhaustive one which theoretically starts with the utility function and the mapping of the indifference curve. Then the appropriate portfolio selection that leads to efficient indifference curve. Then is the combination between the risk free and the risky class to result in the form of optimum allocation of the financial instruments. The result from CAPM models helps to understand the relation between the risk and the return. [5], [6] of and all the equilibrium between the desired risk and the expected risk and return from the combination of the instruments is matched and results in the portfolio development.

III. PROPOSED WORK

Data mining is the process of extraction of useful information from datasets. This useful information may include hidden patterns which may help predict future results or a characteristic of a particular person. Data mining includes techniques like Association, Classification and Clustering. The main focus of this paper is on fuzzy clustering algorithm and further extraction of patterns is done by implementing FP growth algorithm. Data mining has been proposed to be used in finance and e-commerce to accomplish new motives [7].

Here rather than extensive work on the risk identification and equilibrium selection between the desired and expected risk and return, data mining techniques are being used to derive the appropriate results. A simple extraction of investment patterns of the like people from the population. The result helps the person to invest the savings in the instruments and how it should be distributed among the same instruments.

Through fuzzy clustering population is divided into groups of similar attributes. [8], [9] Then from the similarities among the attributes taken into consideration similar people are to be found out and pattern to be extracted by FP growth. [10] The result is list of people with the like memberships. Few of the attributes taken into consideration are:

- Human factors
- Age of the person, Marital Status, Gender, education, family structure
- Income control factors
- Occupation, work status, wealth, liquid assets, housing status [11]

Further patterns of the filtered people are analyzed and the most frequent patterns are further filtered in the form of results to the user. This process of extraction of patterns is done through FP growth algorithm and the results are the end results for the user.

IV. STEPS FOLLOWED

A. Data Collection

The data was taken from the survey of consumer finance.
The survey is taken every 3 years in USA. Raw data of the year 2004, 2007 from the repository of SCF was used.

The data collected was the survey of 22,595 people and their attributes like household factors, income and demographic features and also their investments in different markets.

B. Standardization of Data

In this step the standardization of data was done. In standardization, we reduced the data to a [0, 1] range, a method so that the weight of one attribute does not counter the other. A collection of numerical data is standardized by subtracting each value from the mean value and dividing it by its standard deviation. This value obtained is not in [0, 1] range. Subtracting the value from the minimum value and dividing it by the difference of the maximum to minimum value of the attribute gives the desired result. The new values obtained forms the new data, without affecting the hidden patterns inside the dataset. The equations for the standardization used, [13].

\[ x_i = (x_i - \text{mean } X) / \text{sd} \]  
\[ y_i = (y_i - \text{min}) / (\text{max-min}) \]

In equation 1, \( x_i \) is the attribute in the input set, mean \( X \) is the mean of the \( i \)th attribute, \( sd \) is the standard deviation. In equation 2, \( y_i \) is the \( i \)th input attribute with maximum and minimum for the respective \( i \)th attributes.

The different attributes of the people were standardized before clustering through the above steps.

C. Fuzzy Clustering

In our work we used fuzzy C means algorithm to get the membership of each tuple in the dataset to the formed clusters. [9]

Certain areas considered while implementation of fuzzy clustering for the model were:

- Number of clusters, fuzziness factor, and number of iterations, membership and distance calculation functions.
- For the fuzziness factor, due to the absence of experimentation results it was decided to set (fuzziness factor) \( m=2 \) is a good choice. [14]
- The termination condition for the fuzzy clustering was to fix the number of iterations to be executed, it was analyzed using the data mining tool and was fixed to approximate 25-30 iterations.
- For the distance calculation in the case of similarity formulation, Euclidean distance formula was used and for the implementation of the membership function fuzzy c-means was used. [9]
- Update Membership:

\[ U_{i} = \frac{1}{\sum_{k=1}^{m} U_{ik}^{m}} \sum_{k=1}^{m} U_{ik}^{m} \]

where

\[ U_{ij} = (1/(||x_i-c_j||)) \sum_{k=1}^{m} (1/(||x_i-c_j||))^{(1/(m-1))}U_{ik} \]

\( U_{ij} \) is the new membership to the \( j \)th cluster, \( x_i \) is the \( i \)th attribute and \( c_j \) is the respective attribute of the \( j \)th cluster and \( m \) is the fuzziness factor.

Center calculation:

\[ C_j = \frac{\sum_{i=1}^{n} u_{ij}^{m}x_i}{\sum_{i=1}^{n} u_{ij}^{m}} \]

where \( C_j \) center of the cluster, \( x_i \) are the \( i \)th attribute and \( u_{ij} \) is the membership of the tuple to the \( j \)th cluster.

D. Extraction of Similar People

As per the membership defined from the training data, every new user was to be assigned the membership to the different clusters. For the membership function, Euclidean distance of the user was calculated from the new centroids. The distance was calculated by (4). The distance calculated was further used to derive the membership of the new tuple to the different clusters.

The recommendation for the strategies could be done only after the extraction of similar risk group as the user analyzed for its investment strategies. Therefore, the calculated memberships are used and from the clustering results those rows are extracted that have the memberships to the clusters within the threshold limit.

E. Categorization of the Data

Investment of people in different financial instruments in the dataset were recorded in numerical value so to find the hidden investment patterns through FP growth algorithm, there was a need to change the data into categorical form.

The investment strategies of the people in the financial instruments appearing in the dataset are analyzed and has been categorized into different groups based on the criteria of their investment in particular instrument to their financial assets. Values of different financial instruments were divided by the total financial assets of the people and then according to the ratio value, an alphabet is assigned to the financial instrument. This categorical data is then used to identify the patterns. The ratio are equally divided into five categories and respectively represented by the respective starting alphabets.

F. Frequent Pattern Growth

From the extracted group, the patterns of investment are extracted that bore the successful results. The criteria for success are the positive returns in the form of unrealized capital gains. The patterns are the static results for the investment to be executed by the users. The investments strategies of the extracted group in different financial instruments are studied and analyzed. FP growth algorithm is used to form the tree of frequently appearing patterns. [10] These patterns extracted are the most frequent ones which are used by the investors.

FP growth algorithm initially calculates the frequency of each item set present in the dataset and then it scans the rows for the formation of a tree. It maintains a header table in which item sets are arranged in ascending order of their frequencies. It displays patterns which have the minimum support fed.

The result set has different investment strategies which are suggested to the user based on FP growth algorithm executed on the tuples which have similar attribute combination leading to similar risk profile. Based on the user financial assets we suggest user optimum amount of money to invest in the instruments.
V. EXPERIMENTAL RESULTS

The given five input sets are the examples tested and the results of the same are stated. (Shown in Table I-Table III).

Assumption: We have taken 5 clusters
All the inputs should be numerals.
Input: For the detailed explanation of the inputs we can refer. [12]

Output: After the FP growth applied to the investment patterns of the people extracted with similar attributes

Output details: The output of FP growth algorithm specifies the most probable investment patterns of the people who have same demographic factors as the user in 11 different financial instruments. 11 financial instruments are Savings, CALL (call accounts), Bonds, NMMF (directly held pooled investment funds), MMA (money market accounts), CDS (certificates of deposits), RETEQ (quasi liquid retirement accounts), Stocks, Saving Bonds, CashLI (cash value of whole life insurance), and Equity. All the percentages in the results were stated with financial assets of the user’s input set as the base.

VI. CONCLUSION AND FUTURE WORK

The method for extraction of investment patterns among the large investment dataset was carried. The results were the series of investment patterns mined out. The results were in the form of categorized percentage investment in the certain financial instruments.

The future work includes the validation of the results from the real time data and analysis. The work on to find the success rate of the extracted results is an area which is being researched. The success rate defined as the results of the similar investments as the suggested one and well versed with the market movements. The success should be the weighted average of the maximum returns and management of the risk associated with the instruments that are suggested for investment. Further progress is being made to make a real time application or a tool to help the investors in finance world in investment, so that they do not depend on the third party people for example brokers for their investment strategies.
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