
 

Abstract—In this paper, the direction of arrival (DOA) angle 

estimation of signals impinging on 3- D array of sensors in 

cubical arrangement is studied. The results thus obtainedwere 

compared with the direction of arrivals obtained with a 

combination of two uniform square arrays which were 

considered in parallel to form a structure as cube. MUSIC 

algorithm (Multiple Signal Classification) was used to estimate 

the directions of arrival (DOA) of the signals .Also in this paper 

cubical array geometry for low signal to noise ratio was tested 

and the results compared were with that of the two parallel 

square arrays .Experimental results demonstrate that the 

cubical geometry has better detection capability as compared 

to two 2-D square arrays with the same or even a higher SNR. 

 

Index Terms—Array processing, direction of arrival, 

MUSIC, 3-D array. 

 

I. INTRODUCTION 

Array signal processing uses an array of sensors or 

antennas to locate the signal and to determine information 

about them. Modern array signal processing applications 

place great demand on the underlying array geometry to 

deliver high performance. 

The problem of estimating the Direction of arrival (DOA) 

of sources via an array of sensors is a major research issue 

in tomography, seismology, sonar, radar, communication. 

The objective is to extract useful characteristics from the 

received signal field (i. e, the number of signals, the signal 

directions, the signal strengths, etc.).In signal processing, 

Direction of Arrivalinvolves estimation of azimuth and 

elevation angles of the propagating waveforms which is 

very crucial and has many applications in various fields of 

engineering. Many high resolution DOA estimation methods, 

such as famous MUSIC and ESPRIT have been developed 

[1]. Various other methods include the root MUSIC, Matrix 

Pencil method, Multiple Invariance ESPRIT, Subspace 

fitting method.  

The ability of achieving high performance is greatly 

influenced by the geometry of the array. There are basically 

three types of array geometries i.e., One Dimensional (1 D), 

Two Dimensional (2 D) and Three Dimensional (3 D). The 

1 D array geometry where usually a set of sensors are 

uniformly spaced in a line generally termed as a uniform 

linear array (ULA), have been dealt in [2]. [3] proposed a 

new algorithm for wide band sources impinging on ULA. In 

2 D geometry, uniform rectangular/square arrays were 

investigated in [4],Uniform Circular arrays in [5] and [6], L 
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shape arrays in [7] and [8], triangular arrays were 

considered in [9] and [10]. For the 3 dimensional case 

sphere has been investigated using Matrix Pencil Method in 

[6] and [10]. Of the most popular direction finding methods 

MUSIC (Multiple Signal Classification) has received most 

attention as it can be applied to any arbitrary geometry but 

ESPRIT (Estimation of Signal Parameters via Rotational 

Invariance Technique) is limited to geometry with identical 

pair of sensors. 

In this paper, a cubical array (3 D geometry) with MUSIC 

algorithm is investigated for determining azimuth and 

elevation angles of signals with different SNR values. The 

results were compared with the results obtained by 

considering two uniform square arrays arranged in parallel 

with the same spacing as is the distance between the sensors 

in the square array. One dimensional array suffers from 

„East-West ambiguity' and „north-south ambiguity‟. In two 

Dimensional arrays east west ambiguity is removed but 

north south ambiguity still remains.  

The limitations of the one dimensional and two 

dimensional arrays create problems for locating sources with 

much accuracy. The array's design is highly extensible, 

however, and it is an important building block for more 

complex three dimensional arrays such as a pyramid, cube, 

and cylinder, cone which uses multiple linear arrays or more 

exotic shapes such as circle.  

The following assumptions were made on the signal 

models which are considered throughout this paper. 

Assumption 1: The signals emitted from the sources are 

narrow band random process all with the same frequency 

and stationary stochastic signal s (t). 

Assumption 2: The radiating sources are located in far 

fields of the array. This enables us to model the waves 

impinging on the array as plane waves. 

Assumption 3: The array and the sources are confined to 

a plane. This enables us to associate each source with a 

single angle θ for the k
th

 source, thus the direction of arrival 

of plane waves with respect to some reference point.  

Assumption 4: All the sensors are identical and are all 

Omni-directional with gain of 1.  

The organization of the paper is as follows: Section II 

gives the evaluation algorithm (MUSIC) used to find the 

direction of arrival. Section III depicts the signal model used 

and Section IV gives the simulation results obtained using 

MATLAB as the software. Finally the conclusions are 

presented in Section V. 

 

II. MUSIC ALGORITHM 

Of the high resolution direction finding algorithms 

MUSIC algorithm is the one which can be applied to any 

arbitrary geometry [11]. This is based on eigen 

decomposition of the signal, also there exists techniques 
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without eigen decomposition [12]. Here a cubical geometry 

is considered to which the MUSIC algorithm which is as 

given below is applied:  

If there are D signals incident onto the array, the received 

input data vector at an M element array can be expressed as 

a linear combination of the D incident waveforms and noises. 

If r (t) is the array element received signal, s(t) is the 

source signal, n(t) is additive noise, the first array element is 

taken as reference array element, then receive signal at the 

kth  array element  is: 

 

𝑟𝑖(t) =  𝑎(𝜃𝑘
𝐷
𝑘=1 )𝑠𝑘(𝑡) + 𝑛𝑖(t)                  (1) 

 

where, i = 1, 2, ... M   

The vector form of which can be written as 

 

r(t)  = A s(t)  +  n(t)                           (2) 

 

where  r(t)  =  [𝑟1 𝑡 ,           …𝑟𝑀 𝑡 ]𝑀×1
𝑇 , 

A, the matrix of steering vectors is given as 

A = [ 𝑎 𝜃1     ⋯            𝑎(𝜃𝐷) ]   𝑀×𝐷 , 

s(t)=[ 𝑠1 𝑡    ⋯         𝑠𝐷 𝑡  ]𝐷×1
𝑇  is the signal vector and n(t) 

=  [ 𝑛1 𝑡    ⋯         𝑛𝑀 𝑡  ]𝑀×1
𝑇  is a noise vector with 

components  of variance 𝜎2. 

The received vectors and the steering vectors can be 

visualized as vectors in an M dimensional vector space. 

The covariance matrix of the array signal vector will be 

 

R = E[ r(t) r
H
(t)]                             (3) 

 

R = ASA
H  

+ σ
2
 I                              (4) 

 

where R is the signal covariance matrix, I is an identity 

matrix  and 𝜎2  is the variance of the additive noise.  

Let S denote the Covariance matrix of the source signals 

 

S=E[s (t)s
H
(t)]                                (5) 

 

MUSIC requires S be nonsingular, though even that 

assumption can be relaxed for certain geometries especially 

the linear uniform array. 

Let   𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑀   and   𝜈1 ≥ 𝜈2 ≥ ⋯ ≥ 𝜈𝑀  denote 

the eigenvalues of R and A S  𝐴𝐻  respectively. From the 

structure of given by (4), these two sets of eigenvalues are 

related by 

 

𝜆𝑖    =   𝜈𝑖 + 𝜎2  ,   𝑖 = 1, 2, …   𝑀                (6) 

 

Assuming that the matrix A is of full column rank, which 

is generically the case, it follows that the rank of A S  𝐴𝐻   is 

D, implying that the M - D smallest eigenvalues of A S  𝐴𝐻   

are equal to zero. Thus 

 

VD+1 = … =VM =0                             (7) 

 

or, equivalently, the smallest eigen value of R is equal to 𝜎2  

with multiplicity   M – D, i.e., 

 

𝜆 𝐷+1  =  ⋯  = 𝜆𝑀 =  𝜎2                       (8) 

 

The Eigen values 𝜆1 , …  , 𝜆𝐷  are known as the signal 

eigenvalues and 𝜆𝐷+1, …  , 𝜆𝑀   as the noise eigen values. 

Let 𝑒1, 𝑒2, … , 𝑒𝑀  denote the eigenvectors of R 

correspondingly to 𝜆1, …  , 𝜆𝑀 . 

Form matrices  𝐸𝑆   and   𝐸𝑁   as 

 

ES    =    [   e1    ....  eD   ]                         (9) 

 

EN    =    [   eD+1    ....  eM   ]                    (10) 

 

𝑒1, … , 𝑒𝐷  the signal eigenvectors, 𝑒𝐷+1, … , 𝑒𝑀  the noise 

eigenvectors.𝐸𝑆  is the signal subspace and 𝐸𝑁  is the noise 

subspace.  

 By searching through all possible array steering vectors 

to find those which are orthogonal to the space spanned by 

the noise Eigen vectors 𝑒𝐷+1, … , 𝑒𝑀the DOAs 𝜃1, 𝜃2, … . , 𝜃𝑝  

can be determined. 

Then 𝑎 𝜃 ∗𝐸𝑁𝐸𝑁
∗𝑎(𝜃)  = 0 for 𝜃  corresponding to the 

DOA of incoming signal. In practice, a (𝜃)  will not be 

precisely orthogonal to the noise subspace due to errors in 

estimating𝐸𝑁 . However the function 

 

𝑃𝑀𝑈𝑆𝐼𝐶  𝜃 =   
1

𝑎 𝜃 𝐻𝐸𝑁𝐸𝑁
𝐻𝑎(𝜃)

                (11) 

 

Known as the multiple signal classification (MUSIC) 

spectrum can be used to determine the DOA peaks. 

This will assume a very large value when 𝜃 is equal to the 

DOA of one of the signals. The MUSIC algorithm, proposed 

by Schimdt [1], first estimates a basis for the noise subspace  

𝐸𝑁   and then determines peaks; the associated angles 

provide the DOA estimates. 

The array steering vector, a (𝜃) varies according to the 

geometry of the chosen array which is defined as in the next 

section. 

 

III. ARRAY STEERING VECTOR 

A steering vector represents the set of phase delays a 

plane wave experiences, evaluated at a set of array elements. 

The phases are specified with respect to an arbitrary origin 

[13]. For instance, suppose a plane wave is described by a 

wave vector k. If there are N elements in an antenna array, 

with element „i‟ having location given by 

 

( , , )i i i ir x y z  

 

Then the steering vector is an N×1 complex vector 

representing the relative phases at each antenna, and is given 

by 

 

𝑎 𝜃 =

 
 
 
 
 
𝑒𝑗𝜃 𝑟1

𝑒𝑗𝜃 𝑟2

𝑒𝑗𝜃 𝑟3

⋮
𝑒𝑗𝜃 𝑟𝑁  

 
 
 
 

 

 

The steering vector is written as a (θ) to make explicit 

that it depends on the frequency and propagation direction 

(which determine θ) of the plane wave. 
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The steering vector for „m‟ elements is given as: 

 

A(θ, φ)=[ a(θ1,φ1), a(θ2,φ2),….a(θm,φm)] 

 

where θi and φi represent the azimuth and elevation angles 

for the signal falling on i
th

 sensor. 

The steering vector for a cubical array was taken by 

considering the vertices of the cube as shown in Fig. 1. 

 

 
Fig. 1. Cubical array with reference at origin. 

 

The steering vector for one square  array was considered 

with reference at (0, 0, 0) and the other square array with 

reference at  (0, 0, tan(𝜃)) was considered as shown in Fig. 2. 

 

 
Fig. 2. Acubical array split up as two parallel square arrays. 

A. Direction Finding Using Arrays 

The cubical array configuration (8 elements) was used at 

the receiving terminal and the arriving signals at each sensor 

were collected and MUSIC algorithm was applied to their co 

variances. 

On similar grounds the cubical array was replaced with 

two uniform square arrays with same number of elements (4 

elements each) and the direction efficiency was tested using 

MUSIC algorithm and the results of both were compared. 

[14] Describes the detection of multiple plane waves. 

 

IV. SIMULATION RESULTS 

In this section the simulation results are presented to 

demonstrate the efficiency of cubical array as compared to 

the two square arrays. The simulations were done with code 

written in MATLAB using MUSIC algorithm for both the 

arrays. Both the arrays had eight (8) elements and the inter 

element spacing was taken to be d=0.5λ.Three incoming 

signals with a frequency of 30 KHz were taken and white 

Gaussian noise was added. 

A. Simulations with Two Uniform Square Arrays 

The Fig. 3 gives the results obtained for three incoming 

which were considered to be  arriving at azimuth angles 

10
0 

,20 
0 

and  30
0
 and the elevation angles were considered 

as 30
0
,40

0
 and 80

0
.The power  was estimated as Pmusic1 for 

the square array 1(the array with reference at (0,0,0) and 

Pmusic2 for the square array 2 (the array with reference at 

(0,0,tan(𝜃)). 

The average of Pmusic1 and Pmusic2 were plotted were 

plotted. The SNR was considered to be 50dB. 

 
Fig. 3. Spatial spectrum for two Uniform square arrays for SNR=50dB. 

 

The detection of signals by this couple of square arrays 

was good at SNR=50dB but when the SNR was made to 

30dB, the detection ability reduced, which is as shown in 

Fig. 4. 

 
Fig. 4. Spatial spectrum for two Uniform square arrays  for SNR=30dB. 

 

B. Simulations with Cubical Array 

The simulations were carried out with a cubical array of 

eight elements for three signals with SNR=50dB and 

SNR=30dB.The results obtained are shown in Fig. 5 and Fig. 

6. 

 
Fig. 5. Spatial spectrum for Cubical array for SNR=50dB. 
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Fig. 6. Spatial spectrum for Cubical array for SNR=30dB. 

 

The cubical array was able to distinguish the two signals 

clearly and also the peak power was 4 times the peak power 

obtained in case of square arrays. 

 

V. CONCLUSIONS 

The paper compares the estimation of direction of arrival 

of incident signals on a cubical array and a pair of uniform 

square arrays to form cube. The results show that the 3-D 

signal at lower SNR as compared to a combination of two 

uniform square arrays which would be more complex 

too.square arrays to form cube. The results show that the 3-

D array (cubical array) was more efficient in detecting the  
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