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Abstract—Gender classification is a difficult but also an essential task under the researches of pattern recognition. There are several methods and features used for this task such as face, gait, or full body features. One of the most widely used techniques is Haar cascades. Default Haar features based classifiers can only detect pedestrian, free from gender information. In this paper we aimed to learn the gender of the target pedestrians by Haar cascades that are trained gender specific. We trained the classifier with only male and female images as positive and negative respectively. Once a basic pedestrian detection has been made over whole image, second detection is made in ROI (Region of Interest) which is the first detected rectangle. Even though we implemented this idea for only pedestrians in this step, it can be applied to other binary problems.

Index Terms—Adaboost, gender classification, pattern recognition, pedestrian detection.

I. INTRODUCTION

In the current technology area, object recognition gains importance and interest. An object recognition system finds objects in the real world from an image of the world, using object models which are known a priori. This task is surprisingly difficult. For humans it is easy and fast to recognize and classify objects.

One of the usage areas of the pattern recognition is gender classification. Gender classification is an essential task in today’s world with various types of applications such as surveillance purposes, medical purposes, monitoring applications, and human-computer interaction. In majority of gender classification studies, face features are used. In real-time conditions, where videos are taken by a Closed Circuit Television (CCTV) system, a capturing face with details much enough to extract features can’t be accurate. Reason of it is that CCTV cameras operating for security are mostly located in quite far distance from people.

At present, data collected from various parts of human body such as finger prints, iris, ear, voice, palm prints, facial images, body image as well as pedestrian gait data from video surveillance equipment have been widely applied in gender recognition technology and great achievements have been obtained [1].

An important aspect of recognition is feature selection and extraction. By using proper features, performance and accuracy of the system can be increased. When we decide what features to use, we should consider the ones that are easy to extract. Generally, features applied to gender recognition task should conform to several criteria: uniqueness, performance, collectability, performance acceptability and circumvention [1], [2].

In this paper, we are using Haar-like features to detect pedestrians and classify their gender. Haar classifier is used for face detection because it can detect the desire image very fast. We created different cascade classifiers by using boosting algorithm for male and female faces separately. A cascaded system is employed for this task.

This paper is organized as fallows. In Section II, we briefly mention about commonly used features, Adaboost algorithm and Haar-like features.

Section III, we explain our work in detail. The last but not least, tests and results are given in Section IV.

II. FEATURE EXTRACTION

A. Overview of Commonly Used Features

Images contain unwanted noises such as light, shadow and occlusion. These effects can result a decrease in the system performance. In order to compensate these handicaps and to have a high accuracy rate, we have to make a proper and effective feature extraction. These features can be global or local depending on color, shape, orientation or texture.

1) Edge feature

Edge is a widely used feature in object recognition. Point and line detection are essential in any segmentation problem, edge detection is the most common approach for detecting meaningful discontinuities in gray level so far. We can define edge as the combination of points which create the boundary between to region. Edge feature is robust against background interference.

2) Haar-like feature

Viola and Jones proposed an algorithm [3], called Haar Classifiers for rapid object detection and then applied to the pedestrian detection. With the simple haar-like features which can be calculated efficiently by using integral images and Adaboost classifiers in a cascade structure, their detector has high detection speed [4]. Experiments showed that object detection using Haar-like features can achieve high accuracy at a considerably low cost. Nowadays, Haar-like features are widely used for pedestrian detection and face recognition because it is very discriminative and very easy to calculate [5], [6].

3) HOG Feature

In [7], Dalal and Triggs proposed HOG algorithm. The basic idea is that local object appearance and shape can often be characterized rather well by the distribution of
local intensity gradients or edge directions, even without precise knowledge of the corresponding gradient or edge positions [7].

Histogram of oriented gradients (HOG) features and shapelet features can achieve good performance for pedestrian detection, but they are time consuming [4].

4) Texture feature

Robert M. Haralick proposed the texture feature in 1973. The textural features are based on statistics which summarize the relative frequency distribution (which describes how often one gray tone will appear in a specified spatial relationship to another gray tone on the image) [8]. To extract the texture features, some algorithms are used such as Gabor filter, FFT and wavelet. Fig. 1 shows an example of texture feature extraction.

![Fig. 1. (a) Original SAR image, (b) texture features extracted of the original image.](image)

B. Detector Using Haar-Like Features

Face detection works by scanning up an image at different scales and looking for some simple patterns that identify the presence of a face. The core basis for Haar classifier object detection is the Haar-like features. Two or three adjacent rectangular groups with different contrast values create Haar-like feature. The intensity values of pixels in the white and black groups are separately accumulated. The difference between adjacent groups will give light and dark regions. It is essential to add that the concept of lightness and darkness here is relative. Haar-like features, as shown in Fig. 2 are used to detect any object. By adjusting the size of the rectangles, we can scale up and down. This allows features to be used to detect objects of various sizes.

![Fig. 2. Commonly used Haar-like features.](image)

C. Adaboost Algorithm

In Adaboost algorithm, a weight is assigned for each training sample. These weights indicate the probability of some kind of weak classifier to be selected into the training set [4]. In case of a sample is not classified correctly, during next training set, the probability that will be chosen will increase. Table I shows the boosting algorithms training.

<table>
<thead>
<tr>
<th>TABLE I: BOOSTING ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input : ((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n))</td>
</tr>
<tr>
<td>Initialize weights for each element (D_t(i) = 1/n) where (n) is the number of examples. For (t = 1, 2, \ldots, T).</td>
</tr>
<tr>
<td>1) Train a weak classifier (h_t) (a simple threshold) using the weights (D_t) so that (h_t \in {-1, +1}).</td>
</tr>
<tr>
<td>2) Compute the error associated with the weak classifier: (e_t = \sum_{i} D_t(i) [h_t(x_i) \neq y_i] )</td>
</tr>
<tr>
<td>3) Compute ( \alpha_t = 0.5 \ln \left( \frac{1 - e_t}{e_t} \right) ).</td>
</tr>
<tr>
<td>4) Update weight: (D_{t+1}(i) \rightarrow D_t(i) \exp(-\alpha_t [h_t(x_i) \neq y_i])). (The weights decrease if the element is classified correctly and increase if it is classified incorrectly.)</td>
</tr>
<tr>
<td>5) Normalize the weights (D_{t+1}(i) = D_{t+1}(i) / \sum \alpha_{t+1}(i)).</td>
</tr>
<tr>
<td>6) After (T) rounds the final classifier is (H(x) = \text{sign} \left( \sum \alpha_t h_t(x) \right)).</td>
</tr>
</tbody>
</table>

III. PROPOSED ALGORITHM

By using Haar-like features, recognition of gender is very difficult when the capture is done from a far distance. The main motivation of this study comes from this problem. We used a very simple but an effective idea for this task. We applied a cascaded method.

Detecting a female or male face, in an image containing various kinds of objects is difficult and a multi-class problem. Whereas, achieving the same task is easier when our ROI (Region of Interest) is a pedestrian but any other object. In this case, it becomes a binary class problem.

So, our first step was to detect pedestrians only, without the interest of gender recognition. To do this, we used the default pedestrian Haar classifier detector which can be found in OpenCV. Even though this detector cannot guarantee a high accuracy rate, it was enough for us to assist and prove our main study.

After detection of pedestrian is done, this pedestrian becomes the new ROI. In this ROI, we tried to detect a female face by using the Haar based cascade that we trained.

We trained our own Haar based cascade by using 600 female and 600 male face images. We used frontal face images for training including external features such as make up, hair style, accessories such as earrings and glasses. In a usual XML training, the object we are trying to detect is represented as positive. The negatives can be any object other than the desired object. Whereas, in our study, we used only male and female images as negative and positive respectively. In other words, in a pedestrian image, when our cascade detects a face, it means a female. However, when it does not detect, it means that person is
male. This is a simple but efficient approach to gender recognition problem.

IV. TEST AND RESULTS

In training step we used images from the INRIA person dataset and CVC-CER-01(Computer Vision Center) pedestrian dataset [10]. Training and all tests are done in a 2.60GHz computer by using Microsoft Visual Studio 2010 and OpenCV2.2.

In Fig. 3, blue and red rectangles show pedestrians detections, green ones show face detections. A pedestrian is shown by blue rectangle if face detector cannot find a female face. If it is shown by a red rectangle, it means a female face is detected inside of it. For example in Fig. 3(a), all males are shown by blue rectangle whereas females are shown by red and faces are by green. We can see high accuracy on images (a) to (f) but on (g) and (h), there is one true negative on each.

V. CONCLUSION

We explained a new approach to gender recognition problem. This study was the first trial of this idea. Although the results are not perfect, they are promising to future studies. Our next step is to create a better Haar cascade and use this method for other multiclass problems.
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