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Abstract—Blimp and ground robots have received much attention in the research due to their strong potential in the explorations tasks. There are many applications where a robot must explore an area without previous knowledge of the environment. This work presents a system composed by a blimp and ground robots that cooperates and share visual information to address those requirements. To realize this task, an efficient vision-based object detection and localization algorithm is proposed by using Speeded up Robust Features technique. A navigation system for ground robot was proposed supported by vision data from the blimp robot. These data are optimized by fuzzy sets model to correct the prediction position information of the ground robot and the obstacles in its pathway. Based on these data, a navigation and obstacle avoidance system is used to control the ground vehicle trajectory. The overall system has been tested in actual missions, and results show that the system has good results in navigation and it is effective, robust and suitable for complex tasks.

Index Terms—Blimp robot, ground robot, fuzzy logic, computer vision.

I. INTRODUCTION

Recently, unmanned aerial vehicle have been used extensively in exploration, surveying and reconnaissance applications. A combined between the aerial and ground robots have been studied and developed because such system can provide aerial imagery and perception along with ground robot inspection capabilities. It can be used for several purposes in civil and military applications. Some of those applications are focused on using ground robots to help in dangerous tasks, as well as to explore large unstructured environments. Hence, a robot must be able to navigate from an initial to a target point without colliding with other vehicles or obstacles. This navigation can be described as the problem of finding a suitable and collision-free motion of the ground robot, while obstacle mapping consists of using the sensing capabilities to obtain the representation of unknown obstacles in such a manner that it is useful for navigation [1]. Blimp and ground robots have the peculiarity to be endowed with different characteristics. By merging all those capacities and characteristics together, it is possible to develop a unique sensing and perception collaborative system. In other words, as a typical lighter-than-air vehicle, the autonomous blimp robot is a unique and promising platform for many different kinds of applications, such as telecommunication, broadcasting relays, disaster guard, and scientific exploration [2]. The blimp robot not only creates a good opportunity to explore the environments, but also it increases the efficiency of the exploration since it has many advantages over the small airplanes robots such as long time hovering, much less energy consumed, very low noise and cost efficiency which made them ideal for exploration of areas without disturbing environment [3]. On the other hand, visual navigation, especially for humans and vehicles, is currently one of the most active research topics in computer vision. Actually, the increasing in the applications of robots has made the computer vision an important factor in such research area not only to put cameras in place of human eyes, but it is also to accomplish the entire task as autonomous as possible. Computer vision is demonstrated being a powerful as well as a non-intrusive and low cost sensor useful for many applications in robotics and control system. Hence, many robots can carry a light camera and use the images obtained by cameras in autonomous tasks. Perhaps the most common way to classify the computer vision in robots depends on the complexity degree of the applications. The common process in vision system is called a visual tracking that is analyzing of sequential images to identify a reference pattern and follow a moving interest point or defined object over time on the image. There are many tracking methods in which the algorithms based on features, color and shape [4]. The visual odometry analyzed images to extrapolate the robot space movement relies on the image motion, then to estimate the position and orientation of the robot [5]. The next process is the visual navigation which uses the visual data to determine object position as well as the safe path [6]. The visual navigation can be classified as map-based system. In this way, the robot makes a self-localization in which the images are matched to known map in order to update robot position. Concerning to visual navigation, several reactive and deliberative navigation approaches have been proposed such as in structured environments using white line recognition [7], in corridor navigation using View-Sequenced Route Representation [8], or more complex techniques combining visual localization with the extraction of valid planar region [9], or visual and navigation techniques to perform visual navigation and obstacle avoidance [10]. The aerial-ground robots have the peculiarity to be endowed with different characteristics. By merging all those characteristics together, it could be possible to develop a unique sensing and perception collaborative system. In [11], they study a multi-robot system depends on a vision-guide autonomy quad-rotor and describe a methods to take off, land and track over the ground robot. However, the quad-rotor does not provide information to the ground robot about the surrounding environment. Also, [12] presents a motion-planning and control system based on visual servoing.
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without cameras on board. In [13], they integrated and fuse vision data from the aerial and ground robots for best target tracking and for allowing leveraging of multi-domain sensing and increase opportunities for improving line of sight communications. These studies and others have been tested for several purposes such as environment monitoring [14], fire detection and fighting [15] and multi purposes collaborative tasks [16].

In this paper a strategy that takes advantage of mixed robotic system heterogeneity for collaborative navigation and obstacle avoidance is addressed. In other words, the ground robot navigation is supported by visual information from the blimp. The advantage of using an aerial visual navigation system is that the robot can do a pseudo-zoom on an obstacle and the possibility to identify other unexpected navigation obstructions in the environment. This collaboration ensures the ground robot safety while it performs other inspection missions without require a previous knowledge of the environment.

The free collision navigation system is being developed in several phases. First step, the ground robot and any obstacles in the pathway are recognized, detected and localized by using the blimp images based on Speeded up Robust Features technique SURF. This algorithm is real-time vision-based object detection which is running on the real-time operating system LINUX. Then, the vision information is optimized by using fuzzy sets model and possibilities histograms. Therefore, some techniques are applied to enable simple navigation and obstacle avoidance.

This paper is organized as follows. First, the problems regarding geometric projections, Aerial- Ground robot navigation are stated. Section III presents the vision-based robot localization. Then, we introduce the fuzzy sets model system in Section IV. Finally, the first results obtained and the conclusions are presented.

II. THE PROBLEM DEFINITION

In this section the projections and coordinate system which are important to use the image obtained with the camera mounted on the blimp’s gondola in order to detect the ground robot and the obstacles in the environment. The goal is to obtain the relative distance between the ground robot and any obstacle in the area. The coordinate frame system is illustrated in Fig. 1. In this work, we have used the image acquisition process which knows as the pinhole camera model that defines the geometric relationship between a 3D point and its 2D corresponding projection onto the image plane. By using a pinhole camera model, this geometric mapping from 3D to 2D is called a perspective projection [17]. There are two types of parameters need to be recovered to reconstrucet model. The parameters that define the location and orientation of the camera reference frame with respect to the world frame which they called extrinsic camera parameters. Then, the intrinsic parameters which link the pixel coordinate of the image point with corresponding coordinate in the camera reference frame.

The ideal pinhole camera model describes the relationship between a 3D point \((X, Y, Z)^T\) and its corresponding 2D projection \((u, v)\) onto the image plane as it is illustrated in Fig.

1. The projection of a 3D world point \((X, Y, Z)^T\) onto the image plane at pixel position \((u, v)^T\) can be written as:

\[
x = (x^p - \alpha_x) x_s \\
y = (y^p - \alpha_y) y_s 
\]

(1)

(2)

where \((\alpha_x, \alpha_y)\) are the coordinate of the principal point, \(s_x, s_y\) correspond to the effective size of the size of the pixels.

![Fig. 1. The perspective projection model.](image)

The coordinate of the most right-top points is \((x^p, y^p)\). By using the matrix notation:

\[
\begin{bmatrix}
x^p \\
y^p \\
1
\end{bmatrix} =
\begin{bmatrix}
-\frac{1}{s_x} & 0 & \alpha_x \\
0 & -\frac{1}{s_y} & \alpha_y \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix} 
\]

(3)

The matrix that contains the intrinsic camera parameters is given by:

\[
M_{in} =
\begin{bmatrix}
-f/s_x & 0 & \alpha_x \\
0 & -f/s_y & \alpha_y \\
0 & 0 & 1
\end{bmatrix} 
\]

(4)

where \(f\) is the focal length. The matrix which contains the extrinsic camera parameters is given by:

\[
M_{ex} =
\begin{bmatrix}
\eta_1 & \eta_2 & \eta_3 & -R^T T \\
\tau_1 & \tau_2 & \tau_3 & -R^T T \\
0 & 0 & 0 & 1
\end{bmatrix} 
\]

(5)

where \(R\) and \(T\) are the parameters that identify uniquely the rotation matrix and translation vector between the unknown camera reference frame and the known world reference frame, respectively.

\[
R =
\begin{bmatrix}
\eta_1 & \eta_2 & \eta_3 \\
\tau_1 & \tau_2 & \tau_3 \\
0 & 0 & 1
\end{bmatrix} 
\]

(6)

By implementing and using homogeneous coordinates between (4) and (5), the projection matrix can be given as:
where $M$ is the combining the extrinsic with intrinsic camera parameters matrices and it is called the projection matrix. Therefore, the relation of 3D points and their 2D projections can be seen as a linear transformation from the projective space $(X_w, Y_w, Z_w, 1)^T$ to the projective plane $(x_h, y_h, w)^T$. Then, the pixel coordinates by using homogenization are given by (8) and (9).

$$
\begin{align*}
X_w &= m_{11}X_w + m_{12}Y_w + m_{13}Z_w + m_{14} \\
Y_w &= m_{21}X_w + m_{22}Y_w + m_{23}Z_w + m_{24} \\
Z_w &= m_{31}X_w + m_{32}Y_w + m_{33}Z_w + m_{34}
\end{align*}
$$

(7)

In order to find the perspective camera model, assuming $o_x = o_y = 0$ and $s_x = s_y = 1$ then:

$$
\begin{align*}
M_p &= \begin{bmatrix}
-f_1 & -f_1 & f_TR_1 & 0 \\
-f_2 & -f_2 & f_TR_2 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}
\end{align*}
$$

(10)

To verify the correctness of the above matrix:

$$
\begin{align*}
M_p P_w &= \begin{bmatrix}
-f_1 & f_TR_1 & 0 & 0 \\
-f_2 & f_TR_2 & 0 & 0 \\
R_T & -R_T & 0 & 0
\end{bmatrix}
\end{align*}
$$

(11)

After homogenization we get:

$$
\begin{align*}
u &= -\frac{R_T^T(P_w - T)}{R_T^T(P_w - T)} = f \frac{X_c}{Z_c} \\
v &= -\frac{R_T^T(P_w - T)}{R_T^T(P_w - T)} = f \frac{Y_c}{Z_c}
\end{align*}
$$

(12)

(13)

The size of the image (Window), it was found that the size 168x264 pixels is the best choice because it is fast and more accurate.

A visual system has been used in order to localize the ground robot and the obstacle in the environment by considering these criteria: performance, repeatability, accuracy and speed. In other words, we seek a detection method which allows having good detection with scaled invariant, rotation invariant, and robust against noise. The captured images from the camera are processed in order to localize the ground robot and obstacle inside the image. Then, the correspondence between the location on the image and the location on work field has been made. The examination of the different approaches for object detection shows that Speeded up Robust Feature technique (SURF) is the most convenient for our demands. Our chosen was based on that particularly because SURF is fast and could be run effectively on the embedded on-board system.

The SURF algorithm has three main steps [20]. First, the selection of interest points which characterize distinctive regions in the image. Then, building feature vector for each interest point based on the neighboring pixels (window). The interest points and the feature vectors are computed for both the reference image and the captured image. Finally, a matching operation is conducted to retrieve the corresponding interest points on both images. The algorithm compares the distance between the feature vectors for reference image and those for the captured image. The SURF descriptor is a 64 element vector that calculated in a domain oriented with the assigned angle and sized according to the scale of the feature. The descriptor is estimated using horizontal and vertical response histograms calculated in a 4x4 grid. The first variant provides a 32 element vector and another vector provides 128 element vectors. The set of matched points between two images are frequently used to calculate geometrical transformation models and homographies. However, these sets points usually suffered from two kinds of errors. First, the measurements of the point position that follows the Gaussian distribution. Second, the outliers those describe the mismatched points given by the selected algorithm and Gaussian error distribution. Thus, in order to filter the total set of matched points to detect and eliminate the error, the Random Sample Consensus RANSAC algorithm has been used [21].

III. VISION SYSTEM

We have designed an embedded system and software architecture for the blimp robot as well as proposed a computer vision algorithm to realize a blimp robot follow ground robot and keep it within the camera view in our previous work [18], [19]. Based on these works, we update the algorithm in order to detect the ground robot and the obstacle in the environment (multi detection objects). After many experiments and since the execution time depends on

Fig. 2. Coordinate frame of the system.
Let us define $I(x, y)$ is the image frame. The coordinates of the most left-bottom and the most right-top points are $(0, 0)$ and $(263,167)$, respectively. The pose (location and orientation) of the ground robot is $P_g = (x_g, y_g, \theta_g)$ and the obstacle pose is $P_o = (x_o, y_o, \theta_o)$ in the image plane. These locations and orientations are related to camera projection point in the image plane and it is not global localization as shown in Fig. 2.

$$\theta_g = \tan^{-1} \left( \frac{x_g}{y_g} \right)$$  \hspace{1cm} (14)

$$\theta_o = \tan^{-1} \left( \frac{x_o}{y_o} \right)$$  \hspace{1cm} (15)

$$d_g = \sqrt{x_g^2 + y_g^2}$$  \hspace{1cm} (16)

$$d_o = \sqrt{x_o^2 + y_o^2}$$  \hspace{1cm} (17)

$$d_g^\alpha = \sqrt{(x_o-x_g)^2 + (y_o-y_g)^2}$$  \hspace{1cm} (18)

$$\theta_g^\alpha = \tan^{-1} \left( \frac{x_o-x_g}{y_o-y_g} \right)$$  \hspace{1cm} (19)

where $d_g$ and $d_o$ (in pixels) are the distance of the ground robot centre projection point and distance of obstacle projection point with respect to the blimp projection point. $\theta_g$ and $\theta_o$ are the angle between the projection of the ground robot and blimp’s path projection and the angle between the obstacle projection point and blimp’s path projection. $d_g^\alpha$ and $\theta_g^\alpha$ are the position and orientation of the ground robot related to the obstacle in image frame as shown in Fig. 3.

The metric distance $D$ between the ground robot and the obstacle is obtained by using (13) as the following:

$$D = -\frac{H_b \times d_g^\alpha}{f}$$  \hspace{1cm} (20)

where $H_b$ is the blimp altitude.

IV. FUZZY SETS MODEL

In order to correct the prediction distance information between the ground robot and the obstacle that is gained from the SURF algorithm, a fuzzy sets model was needed. The classical fuzzy semantics are interpretations of fuzzy sets which represent cognitive categories and the system measurements are based on “linguistic variables”. The main problem in the fuzzy control is how to design the fuzzy knowledge base. Thus, the combination between the possibility theory and fuzzy sets leads to model the complex systems empirically without regard to the presence of the human agent or expert [22]. Therefore, many experiments were done to study the effect of the distance between the ground robot and the obstacle. The general measuring data were collected for different distances ($d_g$), then we analyzed these data to propose fuzzy sets model by using possibilities histograms. The distance takes range $(20,180)$ in pixels. A summary of these experiments and the errors are given in Table I. Based on the frequency distributions of these data, we could categorize them into four main groups as it is summarized in Table II. Then, we analyzed these groups in order to find the vectors ($\hat{A}$) and random set values ($S$). The mathematics of the random sets are complicated, but in the finite case which means they take values on subsets of universal $\Omega$ they could be seen simply as the following:

$$S = \{ A_i, \delta_i > \delta_i > 0 \}$$  \hspace{1cm} (21)

where: $A$ is the measuring record subset, $\delta_i$ is the evidence function.

<table>
<thead>
<tr>
<th>Table I: The D-error Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>d(Pixels)</td>
</tr>
<tr>
<td>[120-140]</td>
</tr>
<tr>
<td>[100-120]</td>
</tr>
<tr>
<td>[80-100]</td>
</tr>
<tr>
<td>[60-80]</td>
</tr>
<tr>
<td>[40-60]</td>
</tr>
<tr>
<td>[20-40]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II: The Frequency Distributions Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
</tr>
<tr>
<td>[140-160]</td>
</tr>
<tr>
<td>[120-140]</td>
</tr>
<tr>
<td>[100-120]</td>
</tr>
<tr>
<td>[80-100]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table III: The Frequency Distributions Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Er</td>
</tr>
<tr>
<td>[-4.6]</td>
</tr>
<tr>
<td>[-3.2]</td>
</tr>
<tr>
<td>[-2.1]</td>
</tr>
<tr>
<td>[-5.4]</td>
</tr>
</tbody>
</table>

The form of possibility histogram and distributions (π) depends on the core and support of the measurement record sets as it is shown in Table III. The core and support of the possibilities distribution for the histogram is given by:
\[ C_i(\pi) = \left[ E_i^L, E_i^R \right] \]  \hspace{1cm} (22)\\
\[ Supp_i(\pi) = \left[ E_i^L, E_i^R \right] \]  \hspace{1cm} (23)

where \( E_i^L \) and \( E_i^R \) are the left and right endpoints vectors, respectively. The possibilities histograms for the data as shown in Fig. 4 can be transferred to fuzzy membership functions without any changes due to fact that both of them has the same mathematical description and all possibilistic histogram are fuzzy intervals.

\[ \mu_{d}(i) = Supp(\mu(\xi, r)), 1 < i < 4 \]  \hspace{1cm} (24)

In order to estimate the distance \( d \), the t-norms should be used as in (25)

\[ Supp(\mu) = \sum_{i=1}^{4} d_{\mu} \]  \hspace{1cm} (25)

V. EXPERIMENTAL RESULTS

In order to verify the complete proposed system, some experiments were conducted. During these experiments the blimp robot was flying at a certain altitude (1 meter). These algorithms produced good result as shown in Fig. 5 and Fig. 6. The experiment was done in lab, the background is very clear and there is not any disturbance except for the illumination variance. We assume that the ground robot is already in the view of the on-board camera. The ground robot and the obstacle would be identified and detected in the video sequence by the vision system. One obstacle was taken into account during these experiments. The related distances and orientations between the ground robot and the obstacle are shown in in Fig. 7 and Fig. 8. These initial tests were implemented to check the feasibility of the system and the results are quite good and show how the ground robot can navigate by using the visual information.

VI. CONCLUSION

In this paper, we have proposed an efficient vision-based object detection and localization algorithm to realize the autonomous ground navigation schema using images from a blimp robot. The prediction visual information is optimized by fuzzy sets model. In addition, the transformations from different coordinate frames have been formulated. The experiments results validate that the algorithm is not only able to help the ground robot navigates effectively, but also it improves the robustness and accuracy of the system. However, this algorithm could face some limitations in case the flying robot moves with high horizontal speed. In addition, the vision sensor characteristics could affect the performance. In the future, more extensive tests and more complex control are needed to create more complex architecture which allows in next phases to build local-maps and obtain a position of the
obstacles seen by the blimp as well as find the optimal path for the ground robot by using genetic algorithm. Also, these obstacles will be memorized and a global map with all obstacles will be built to enable the system to merge reactive and deliberative methods.
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