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Abstract—This paper aims to discriminate user behavior 

from PC operation logs by PageRank convergence patterns of 

networks. We will show that we can discriminate user behavior 

by making clear the difference in behavior between working 

and resting. We will construct a window transition network 

from active window transition logs. In this network, each node 

represents an application corresponding to the active window. 

We will use PageRank convergence patterns of networks. The 

convergence patterns are assumed to imply the roles of nodes in 

the network. Then, we will transform these patterns into 

symbolic representations to compute similarities in user 

behavior and apply the kernel method for classification with 

SVMs. We will conduct experimental result. This evaluation is 

highly accurate except amongst people who seldom use 

computers. These results show that this method allows us to 

discriminate user behavior according to the context at work 

with SVMs. 

 
Index Terms—Network, log analysis, PageRank, SVM.  

 

I. INTRODUCTION 

Our study aims to discriminate user behavior though PC 

Operation Logs. Our purpose is to form conjectures about 

user behavior hidden behind the networks, in particular, to 

extract the role of an individual user on a network. Network 

analysis has various applications. For example, hyperlinks, 
biological, and social networks, and more. In this study, we 

applied the PageRank algorithm to analyze PC Operation 

Logs. 

In general, user behavior is different between working time 

and resting time at work. The targeting logs in this paper were 

recorded at a certain IT company.  Employees in this IT 

company work from 9:00 to 17:30. We considered that 

working time is set to from 9:00 to17:30 except for resting 

time. Resting time includes after-working time. We have 

proposed a method to discriminate between the differences in 

computer usage during working time and resting time. 

The diversity of relationships, such as friendships and web 

hyperlinks, are regarded as network structures. To discover 

knowledge from large scale networks, there have been 

attempts to extract the community behind the network 

structures. The mainstream community extraction method is 

a density-based clustering, such as the Newman Method [1]. 

The density-based approach attempts to find sets of nodes 

that are connected to each other at a high density in the 
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network. In contrast, a different approach is necessary for 

cluster nodes that play a similar role on the network. For this 

purpose, a new structure-based network clustering has been 

proposed. The structure-based clustering method focuses on 

the structural similarity around individual nodes, and 

classifies nodes with a similar structure into the same cluster. 

There are two main approaches to the structure-based 

clustering: 

1) An explicit approach explores the structure in the 

vicinity of each node in an explicit way such as in 

[2]–[4]. 

2) An implicit approach (by Fushimi et al. [5]). In this 

method, the similarity between convergence patterns of 

nodes in the PageRank algorithm is regarded as the 

similarity between the nodes. The convergence pattern 

of a node implies the structure in the vicinity of the node, 

which is called functionality in [5]. Hereafter, we refer to 

this method as functionality clustering. 

For this paper, we employed the implicit approach by 

Fushimi [5] to measure the similarity between two nodes 

according to the roles of the nodes in the network. Fushimi’s 

method employs the cosine similarity to measure the distance 

of the convergence patterns of nodes. The cosine similarity 

was not suitable for the network that we addressed because 

the results were greatly affected by the scale of the network. 

In this paper, we have proposed a robust approach to the 

delay and scale by transforming the convergence patterns 

into symbolic representations. To show the effectiveness of 

our improvements, we conducted an experiment for a 

network structure obtained from PC logs (specifically, 

window transition logs). 

Real network data was used for this study. The network 

data was generated from the PC operation logs of a certain IT 

company. The company consists of six departments: 

marketing, sales, sales-office, development-support, 

development, and quality-assurance. The company gave 

Windows based computers to each employee and recorded 

the transitions of the active windows. The PC operation logs 

include operation records collected from September to 

December 2010 that give information about the identity of 

the PC (the PC ID), the user's name, the application name, 

and the time of the event when an active window was 

switched. Table I depicts the log data.  

 
TABLE I: PC OPERATIONAL LOG 

PC 

Name 

Active App User Name Time Set Term 

09-470 outlook marketing01 2010/9/1 8:54 2 

09-470 excel marketing01 2010/9/1 8:56 1 

09-470 outlook marketing01 2010/9/1 8:57 2 

09-470 word marketing01 2010/9/1 8:59 1 
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Fig. 1. shows how to transform PC Operations Logs into a 

network. Each node is an active window at some point in time, 

and is attributed with the information of the names of the 

department, the application and whether the window has 

become active during the working time. The directed edge 

between nodes means that the window of the ending node has 

become active taking over the window of the starting node. If 

an employee uses the applications, the node is labeled with 

either “working time” or “resting time”. It links in the order in 

which they became active, and also shows transition 

probability as a Markov model. If a node 𝑖 in the network has 

outgoing edges to wi   nodes, the transition probability of 

each edge is 1/wi  . Therefore, if va  of the wi  nodes belong to 

the same application a, the probability that the node i transits 

to the application a is v/wi . 

 

Active 

window 
Label 

Mailer Resting 

Mailer Working 

Excel Working 

Mailer Working 

Mailer Resting 

Excel Resting 

Excel Working 

Mailer Working 

Mailer Resting 

 

 
Fig. 1. Example of how to transform PC Operations Logs into a network. 

 

II. RELATED WORK 

Fushimi’s method is based on the similarity of the 

convergence patterns at each node of PageRank. PageRank 

[6], [7] is the algorithm developed as a method of ranking 

web pages used in Google. PageRank considers web pages’ 

importance by how many links point to them from other 

relevant web pages. 

The functionality clustering method by Fushimi et al. [5] 

regards the convergence process of the PageRank score of 

each node as a time series vector. Next, these vectors are 

clustered by the greedy k-median method with cosine 

similarity between vectors. Typically k-median is more 

robust against outliers than the average k-means, and a 

greedy algorithm is employed for efficiency by sacrificing 

accuracy to some extent. The functionality clustering method 

is summarized as follows, where each feature vector of each 

node is a sequence of PageRank scores in the convergence 

process of PageRank, the dimensions of the feature vector are 

denoted by T, and the number of clusters is denoted by K. 

1) Obtaining feature vectors: a sequence of PageRank 

scores in the convergence process is computed for each 

node v in a given network, and denoted by 𝑋𝑣 . 
2) Computing similarity: for any two nodes u and v, the 

cosine similarity between 𝑋𝑢  and 𝑋𝑣  is computed, and 

denoted by sim(𝑋𝑢 ,𝑋𝑣). 

3) Clustering: nodes in the network are clustered by the 

greedy k-median method with the similarity sim(𝑋𝑢 , 𝑋𝑣). 

In this paper, we use PC operation logs to analyze user 

behavior at work in a company. In prior work, Saito et al. [8] 

analyzes the behavior of computer users by using the hidden 

Markov model and the kernel PCA of graph structures, and 

creates a probabilistic model of user behavior. 

 

III. PROPOSED METHOD 

Functionality clustering focuses on the convergence 

patterns of PageRank scores for nodes. We would like to 

consider the similarity of convergence patterns rather than 

the values of PageRank scores. However, functionality 

clustering is susceptible to the delay of patterns and scales. 

Therefore, we have proposed a more robust method. 

A. Convergence Pattern and Damping Factor 

In the PageRank algorithm, there is a scaling parameter 

called the damping factor, which denotes the probability of 

following the actual edges in a network. The damping factor 

affects the speed of the convergence of the PageRank 

algorithm. As the damping factor approaches 1, the expected 

value of the repetition increases dramatically. The original 

PageRank paper proposed setting the value to 0.85 as a 

tradeoff between convergence speed and effectiveness. 

However, we want to focus on the process of convergence. 

The network structure should be sensitively reflected in the 

convergence patterns, so we set the damping factor to 0.99. 

B. Symbolic Representation of Convergence Patterns 

We employed a new method for convergence patterns of 

PageRank scores. The convergence speeds of PageRank 

scores and the convergence patterns are different for each 

node. Thus, we need to take into account of delay and scale of 

patterns. As a measure of similarity between convergence 

patterns, the functionality clustering [5] employs a cosine 

similarity. The cosine similarity is relatively robust against 

the scale of patterns, while susceptible to the delay of data. 

In our method, we employed SAX [9]. SAX is a 

well-known method for clustering time-series data. SAX 

standardizes time-series data, and discretizes the 

standardized data into symbolic representations. However, 

SAX assumes that the time series data follow a normal 

distribution while the PageRank convergence curve, in 

general, does not follow a normal distribution. In this paper, 

we employed a different discretization as follows (denoted by 

SAXUDF). 

Fig. 2 shows an example of the SAXUDF. 

 

Fig. 2. Example of the SAXUDF. 

 

Let the feature vector representations of a convergence 

pattern be 𝑋 = (𝑥1 , 𝑥2 , . . . , 𝑥𝑡). This vector 𝑋 is transformed 

in to a symbolic representation 𝑆 𝑋 =  𝑠1𝑠2 ···𝑠𝑡−1  as 

follows: 
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st =   

𝑈  𝑥 𝑡−1 < 𝑥 𝑡  

𝐷  𝑥 𝑡−1 > 𝑥 𝑡  

𝐹  𝑥 𝑡−1 = 𝑥 𝑡   

  

In SAXUDF, the distance of symbolic representations is 

measured by Edit Distance. 

We compared the SAXUDF with the cosine similarity used 

in the functionality clustering.  

We compared network data. This network data was 

generated from the PC operation logs of each department. 

The network includes all departments, and has 383 nodes and 

4565 edges. In the comparison, we calculated the distances of 

the nodes in two different ways: one was based on the 

functionality clustering method [5], while the other was 

based on SAXUDF method that we proposed in this paper.  

Fig. 3 shows the scatter plot of the distance in space of 

nodes based on cosine similarity, while Fig. 4 shows the plot 

based on the edit distance. Note that these scatter plots are 

shown after reducing the dimensionality by means of 

Multi-Dimensional Scaling (MDS). Fig. 3 and Fig. 4 show 

that the proposed method clearly divides the nodes between 

working time and resting time as compared to the cosine 

similarity. 

 
Fig. 3. Functionality clustering. 

 
Fig. 4. Proposed method. 

The confirmation is based on the conditional entropy 

H X | Y . We let X ∈  𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑡𝑖𝑚𝑒, 𝑅𝑒𝑠𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒  , 𝑌 ∈
 𝑐𝑙𝑢𝑠𝑡𝑒𝑟1, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟2, … , 𝑐𝑙𝑢𝑠𝑡𝑒𝑟13 . The conditional 

entropy H X | Y  for the conventional method is 0.939 while 

our method (based on K-median) is 0.258. These results show 

that our method clearly divides the usage of applications into 

different clusters according to time (working time and resting 

time). These results imply that our method can detect the 

roles of applications in working time and resting time. 

IV. EXPERIMENTAL RESULTS 

We discriminated user behavior into working time or 

resting time. The discrimination performance was measured 

by AUC (area under the ROC curve) using LibSVM [10]. We 

design a string kernel based on the edit distance between two 

symbolic representations of PageRank convergence patterns, 

and evaluated the discrimination performance using an SVM 

(LibSVM [10]).  

Real network data was used for this discrimination. This 

network data was generated from the PC operation logs of 

each user: marketing (7 people), sales (9 people), 

development (16 people), quality-assurance (8 people), 

sales-office (2 people), and development-support (16 

people). 

We conducted a 5-fold cross validation. We made the test 

data and the training data as follows (See Fig. 5). 

1) Divide the log into 5 segments at random.  

2) Transform each divided log into a network. 

3) Calculate the PageRank convergence patterns for the 

nodes in each network. 

4) Transform these convergence patterns into symbolic 

representations. 

5) Select one division as the set of test data, and the others 

as the sets of training data. 

 

5-Fold Cross-Validation. 
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Fig. 5. Procedure of the experiment. 

 

In this paper, we evaluated the discrimination performance 

based on 5-fold cross-validation.  

Fig. 6. shows that the discrimination performance for all 

users with the average  of  AUC. The AUC values range from 

0.5 to 1.0, where the value 0.5 indicates a random 
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discrimination and the value 1.0 indicates a perfect 

discrimination. 

 

 
Fig. 6. Discriminative Performance with AUC. 

 

The performances for the quality-assurance and 

developments are relatively low, while almost all of the 

results are high in other departments. We considered that the 

discrimination performance for quality-assurance is 

relatively low since the frequency of computer usage is lower 

than usage in the other departments. Hence, the proposed 

method is capable of discriminating user behavior if the 

employees commonly use computers at work. 

 

V. CONCLUSIONS 

In this paper, we aimed to analyze user behavior from PC 

operation logs by the similarity of PageRank convergence 

patterns. Similarity nodes of PageRank convergence patterns 

are accorded to their functions and roles in the network. In 

this paper, to discriminate between the user behavior of 

working and resting by analyzing the transitions of the active 

windows, we improved functionality clustering by 

transforming PageRank convergence patterns into symbolic 

representations of time series data, and applying edit distance 

to these representations. We showed that the improved 

method allows us to discriminate user behavior according to 

their context at work with high accuracy. 

For the next step, we plan to apply various string kernels to 

measure the distance of symbolic representations of 

convergence patterns. And we will apply the proposed 

method to other kinds of networks, such as football pass 

networks and email transmission networks. 
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