
  

 

Abstract—Cache ways are fixed in traditional caches. This 

paper proposes an algorithm to have variable number of ways in 

set associative caches. The cache is assumed to be fast registers. 

A free register to a set is allocated on cold miss. The least 

recently used policy is used to replace a way in case of no free 

registers. This algorithm results in variable number of ways for 

mapped sets.  Simulations were performed with SPEC2K 

benchmarks on the proposed model. An improvement of 3% is 

seen in average memory access time.  

 
Index Terms—Average memory access time, set associative 

cache, variable ways. 

 

I. INTRODUCTION 

Caches are of three kinds-direct mapped, set associative, 

fully associative [1]. The number of sets in direct mapped and 

set associative caches is fixed. The number of ways in set 

associative cache is fixed. The authors in [2] propose a model 

to have variable number of ways in set associative cache. This 

method is based on static profiling.  The authors in [3] 

describe set associative cache having fixed number of ways 

per set. The authors in [4] propose a method to choose certain 

cache ways. The authors in [5] propose a cache with variable 

ways in secondary caches. 

This paper proposes a set associative cache with variable 

ways in level one cache. The model assumes cache to be set of 

fast registers. On mapping to a set, the registers are searched 

for a match. On match the register is accessed. On miss, a free 

register is allocated for this line. The set number is stored as 

part of book keeping of the registers. If there are no free 

registers, the least recently used register among the registers 

allocated to this set is replaced. In case of new set and all 

registers allocated, the least recently used register among all 

registers is allocated for this line.  This method results in 

variable number of registers allocated to each set. Each 

register can be thought of as a way in set associative cache. 

The proposed model is simulated with SPEC2K benchmarks. 

A performance improvement of 3% is seen.   

The rest of the paper is organized as follows. Section II 

gives the motivation, Section III the proposed model, Section 

IV mathematical analysis of the proposed model, Section V 

simulation, Section VI conclusion, acknowledgement and  

references. 

 

II. MOTIVATION 

Consider the address trace 2, 4, 6, 3, 8, 5, 4, 6, 2. Consider 

two way set associative cache of two sets. The addresses are 
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mapped to sets 0, 0, 0,1,0,1,0,0,0. The address 2 is missing. It 

is placed in set zero, way zero. The address 4 is miss. It is 

placed in set zero, way one. The address 6 is missing. It is 

placed in set zero, way zero. The address 3 is missing and 

placed in set one, way zero. The address 8 is missing and 

placed in set zero, way one. The address 5 is missing. It is 

placed in set one, way one. The address 4 is missing. It is 

placed in set zero, way zero. The address 6 is missing and 

placed in set zero, way one. Thus there is 100% miss in the 

address trace. Consider the following algorithm. 

Assume the cache is set of fast registers. Let there be four 

registers. On access 

1. If there is a free register, place the cache line in free 

register 

2. In case of no free registers, choose the LRU register 

among the registers allocated to this set. Place the cache line 

in it. 

3.  In case of mapping to new set, choose the LRU register 

among the whole register set. Place the cache line in it.  

4. Stop. 

According to this algorithm, new registers are allocated for 

addresses 2, 4, 6, 3.  Address 8 replaces the register allocated 

to address 2. Address 5 replaces the register allocated to 

address 3. Address 4 is hit. Address 6 is hit. Address 2 

replaces the register allocated to 8. There are two hits in this 

case. An improvement of hits in seen. This is the motivation 

of this paper.  

 

III. PROPOSED MODEL  

Consider cache to be set of fast registers. Let there be C 

registers at level one cache. Assume there are S sets.  

Consider an address a.  Consider the following address 

mapping algorithm. 

 
Fig. 1. Architecture of the proposed system 

1. Start 

2. Compute a % S.  

3. Check among the allocated registers if there is match for 

this address. If found, it is cache hit. Access the line and stop. 

4. Allocate a free register to this line. Mark the allocated 

register to represent this set.  

5. Stop. 

This is the case of no free registers. Allocate the LRU 
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register among the registers allocated to this set. Stop. In case 

it is the first access to a set, allocate the LRU register among 

all the allocated registers to this line. Stop.  

The proposed model is depicted in Fig. 1. 

The proposed model should not be confused with the 

concept of fast registers as caches. In the case of fast registers 

as  caches, there are fixed number of ways in all sets. In the 

proposed model, the registers are allocated as cache ways on 

demand. There could be a case where certain sets are absent in 

the cache. 
 

IV. MATHEMATICAL ANALYSIS OF PROPOSED MODEL  

Consider w-way set associative cache of S sets. Let this 

system be denoted by tradC  . Consider an address trace of R 

references.  Let H be the number of hits.  Let t be the hit time 

and M miss penalty. The average memory access time 

(AMAT) is given by 

    MHRHt
R

CAMAT trad 
1

                      (1)    

Next consider the following model. Consider a cache of wS 

fast registers with S sets. 

1. If there is a free register, place the cache line in free 

register 

2. In case of no free registers, choose the LRU register 

among the registers allocated to this set. Place the cache line 

in it. 

3. In case of mapping to new set, choose the LRU register 

among the whole register file. Place the cache line in it.  

4. Stop. 

According to the above algorithm, let h be the number of 

hits. Let T be the cache hit time, M the miss penalty. The 

circuitry needed to map to the registers allocated to a set is 

assumed to be present.  The AMAT of this system is given by 

    MhRhT
R

CAMAT prop 
1

                    (2)   

A performance improvement in AMAT is seen if 

  MhRhT
R


1

 <=    MHRHt
R


1

        (3)   

Consider the energy consumption. Let E be the energy 

consumed per cache line.  Assume the cache operates in two 

modes – high power mode and low power mode. The cache is 

in low power mode by default. In traditional w-way set 

associative cache, one set is enabled to high power mode per 

access. The total energy consumed during cache operation is 

wRE. In the proposed system the set number is searched for 

per reference. Let the number of registers searched for each of 

R references be Rwww ,..,, 21  respectively. The total energy 

consumed by the cache system during operation is given 

by  RwwwE  ..21 . An improvement in energy 

consumption is seen if 

 RwwwE  ..21 <= wRE                   (4) 

V. SIMULATION 

The proposed model is simulated with the parameters 

shown in Table I. Routines in C language were written to 

simulate the model. The level one cache is simulated for the 

proposed design. The cache system is assumed to have one 

level. The model is compared with set associative cache of 

same size. The AMAT is shown in Fig. 2. As seen from Fig. 2 

there is 3% improvement in AMAT.  

 
TABLE I: LIST OF PARAMETERS 

S.No Parameter Value 

1 Register file size 8192  

2 Line size 32 bytes 

3 L1 access time/Register access time 3 cycles 

4 Miss penalty 50 cycles 

5  L1 cache size in set associative cache 1024 

6 Associativity in set associative cache  8 
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Fig. 2. AMAT comparison 

 

VI. CONCLUSION 

A variable way cache model is proposed in this paper. The 

cache is assumed to be set of fast registers and of fixed 

number of sets. An address is mapped to a set and allocated a 

free register on cold miss. The LRU policy is adapted in case 

of no free registers among the registers in the set for allocated 

set and all registers in case of new set access. The proposed 

model is simulated with SPEC2K benchmarks. A 

performance improvement of 3% is seen in AMAT.  
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