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Abstract—The production database are transactions intensive transactions can be insert, update on the tables, failover is the replica of the production server, if there is any change we have to implement on the production and it will be automatically implemented on failover or standby database. Now a days the data on the production server is increasing and we need extra storage space on production server to keep data and this is same required on the failover. To generate reports from that data will increase load on the production server and can affect the performance of the server. There are also some threats which can cause loss of data from which we have to protect our database like Hardware failure, loss of machine. Replication is one of the methods for Backup of the running database and its immediate failover during failure. This paper represents some parts for the replication techniques, failover, and transaction states.

Index Terms—Asynchronous, synchronous, active, commit, rollback, RAIDb.

I. INTRODUCTION

Demand for high performance combined with plummeting hardware prices have led to the widespread emergence of large computing clusters [1]. Database systems are a key component of the computer infrastructure of most organizations. It is thus crucial to ensure that database systems work correctly and continuously even in the presence of a variety of unexpected events. The key to ensuring high availability of database systems is to use replication [2]. In this paper, we propose an approach for Replication of data for Backup and failover.

Traditional database replication techniques as provided by both commercial and open source database management system (such as Oracle, IBM DB2, Microsoft SQL Server, PostgreSQL, or MySQL) can be applied [3].

The traditional approach to replication management involves read one copy; write all copies (ROWA). These are classified by three design criteria: whether an approach is based on changes to the database kernel or by middleware that uses (nearly) unmodified single node DBMS engines for the replicas; whether updates are allowed at any site, or only at a "master" primary site, and whether transaction propagation to other replicas is done eagerly (as part of commit processing) or lazily after the commit. Multi-master and eager replication protocol, which makes use of an available group communication system to guarantee a total order delivery which allows sites to remain consistent (so, 1-copy serializability can be ensured). Improved performance came from doing the database processing at one site only, and applying efficient primary-keyed write operations at other sites, with a certification to prevent conflicts, that was done consistently at all sites. Using sites that provide SI as concurrency control, and giving one-copy SI rather than serializability, allows a great improvement in performance [4].

II. DATA REPLICATION TYPES

A. Synchronous Replication

When synchronous replication is applied, a change made to a data at the primary site is synchronously replicated to a data volume at a secondary site. This ensures that the secondary site has an identical copy of the data at all times. Write I/O operation acknowledgement is sent to the application only after the write I/O operation is acknowledged by the storage subsystem at both the primary and the secondary site. Before responding to the application, the storage subsystem must wait for the secondary subsystem I/O process to complete, resulting in an increased response time to the application. Thus, performance with synchronous replication is highly impacted by factors such as link latency and link bandwidth. Deployment is only practical when the secondary site is located close to the primary site. When evaluating the use of synchronous replication, an important consideration is the behavior of the storage subsystem when the connection between the primary and secondary subsystem is temporarily disrupted [5]. Synchronous replication does not provide protection against data corruption and loss of data due to human errors [5]. Snapshot technology must be used with synchronous replication to provide full protection against both losses of access to data and loss of data due to data corruption [5].

B. Asynchronous Replication

In an asynchronous mode of operation, I/O operations are written to the primary storage system and then sent to one or more remote storage systems at some later point in time. Due to the time lag, data on the remote systems is not always an exact mirror of the data at the primary site. This mode is ideal for disk-to-disk backup or taking a snapshot of data for offline processes, such as testing or business planning. The time lag enables data to be replicated over lower-bandwidth networks, but it does not provide the same level of protection as synchronous replication. Asynchronous replication is less
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sensitive to distance and link transmission speeds [5]. However, because replication might be delayed, data can be lost if a communication failure occurs followed by a primary site outage. According to deferred update technique, transactions are processed locally at one database server and when committed, are forwarded for certification to the other servers. Deferred update replication offers many advantages over its alternative, immediate update replication, which synchronizes every transaction operation across all servers [5].

The advantages and disadvantages, one may cite:

C. Advantages

- SAN network-based replication is storage agnostic and server-architecture agnostic [5]. When combined with mirroring or snapshot functionality, SAN network-based replication can be easily integrated into and managed in an application/database environment [5].
- Better performance, by gathering and propagating multiple updates together, and localizing the execution at a single, possibly nearby, server (thus reducing the number of messages in the network) [6].
- Better support for fault tolerance, by simplifying server recovery (i.e., missing updates may be treated by the communication module as lost messages) [6].
- Lower deadlock rate, by eliminating distributed deadlocks [6].

D. Drawbacks

- Replication is limited to a single pair of servers or, at best, several servers running the same version of operating system. An additional cost or license might be required for each server added [5].
- SAN network-based replication adds latency to the primary data path. When an application writes data to primary storage, the data is also written to the remote site, adding delay to the write operation. Thus, the SAN infrastructure does not act as a transparent layer between the server and the primary storage, which can make diagnosing faults more difficult [5].
- The disadvantage of synchronous replication is that a write I/O operation acknowledgement is sent to the application only after the write I/O operation is acknowledged by the storage subsystem at both the primary and the secondary site. Before responding to the application, the storage subsystem must wait for the secondary subsystem I/O process to complete, resulting in an increased response time to the application. Thus, performance with synchronous replication is highly impacted by factors such as link latency and link bandwidth. Deployment is only practical when the secondary site is located close to the primary site [5].
- The main drawback of the deferred update technique is that the lack of synchronization during transaction execution may lead to large transaction abort rates [6].

III. TRANSACTION STATES

During its processing, a transaction passes through some well-defined states. The transaction starts in the executing state, when it’s read and writes operations are locally executed at the database site where it was initiated. When the client that initiates the transaction requests the commit, the transaction passes to the committing state and is sent to the other database sites. A transaction received by a database site is also in the committing state, and it remains in the committing state until its fate is known by the database site (i.e., commit or abort) [3]. Different states are shown with the help of following Fig. 1.

A. Active State

It is divided into two phases.

- Initial Phase: A database transaction is in this phase while its statements start to be executed [7], [8].
- Partially Committed Phase: A database transaction enters this phase when its final statement has been executed [7], [8]. At this phase, the database transaction has finished its execution, but it is still possible for the transaction to be aborted because the output from the execution may remain residing temporarily in main memory - an event like hardware failure may erase the output. [7], [8].

B. Failed State

A database transaction enters the failed state when its normal execution can no longer proceed due to hardware or program errors [7], [8].

C. Aborted State

A database transaction, if determined by the DBMS to have failed, enters the aborted state. An aborted transaction must have no effect on the database, and thus any changes it made to the database have to be undone, or in technical terms, rolled back. The database will return to its consistent state when the aborted transaction has been rolled back. The DBMS’s recovery scheme is responsible to manage transaction aborts [7], [8].

D. Committed State

A database transaction enters the committed state when enough information has been written to disk after completing its execution with success [7], [8]. In this state, so much information has been written to disk that the effects produced by the transaction cannot be undone via aborting; even when a system failure occurs, the changes made by the committed transaction can be re-created when the system restarts [7], [8].
IV. FAILOVER

Failover is one basic fault-tolerance function of mission-critical systems that are providing a constantly accessible service. Its purpose is to redirect requests from the failing system to a backup that mimics the operations of the first one. The whole process is supposed to happen automatically and transparently to the end user. Failover or switchover solutions are widely used whenever and wherever high availability is needed. Adopting such an approach is neither new nor original; yet, the real challenges of this work are its wide scope, the number of teams involved, and the geographically distributed nature of both the Grid and the related operational tools [9].

The failover concern played a great role in the way this architecture has been designed: the clear separation between the different modules implies indeed an easier replication work, as well as many possibilities of failover scenarios. These scenarios include partial switches, each of these modules being able to work with any of the replicas of the other modules. The failover process consists of three phases: the first step is to detect failure, the second step to identify and activate the standby resource, and the last step for the standby application to go active [9].

Data can be replicated automatically and precisely to many locations. However replication works as a defense if we use logical replication over distinct database systems. Many replication algorithms copy data values from the source data item to its replicas. Logical replication copies the command that caused the source data item to change. The command is executed at each replica’s site and, because of one copy serializability, results in the same new value for the replica. If we assume a distinct provenance (defined in the next section) for the database system software at each site, then the Trojan horse will not be replicated at all sites. An attack must compromise multiple, possibly heterogeneous, host programs, an unlikely event in practical systems. Even if the attackers can succeed at every site, the attack still may fail. Other Threat to the database system are Manual attacks are carried out by giving malicious commands to the database system. An n-person rule requires n humans outside the system to agree to a change to the database. Transaction control expressions are a more general form of this concept. They require multiple users to agree to specific conditions defined on specific steps of a transaction [10].

V. REDUNDANT ARRAY OF INEXPENSIVE DATABASES

One of the goals of RAIDb is to hide the distribution complexity and provide the database clients with the view of a single database like in a centralized architecture [11], [12].

RAIDb controllers can offer caching to hold the replies to SQL queries. The controller is responsible for the granularity and the coherence of the cache. Additional features such as connection pooling can be provided to further enhance performance scalability. There is no restriction to the set of services implemented in the RAIDb controller. Monitoring, debugging, logging or security management services can prove to be useful for certain users [11], [12].

Three basic RAIDb levels varying the degree of partitioning and replication among the databases. RAIDb-0 (database partitioning) and RAIDb-1 (database mirroring) are similar to RAID-0 (disk striping) and RAID-1 (disk mirroring), respectively. Like RAID-5, RAIDb-2 is a tradeoff between RAIDb-0 and RAIDb-1. Actually, RAIDb-2 offers partial replication of the database [11], [12].

A. RAIDb-0

RAIDb-0 consists in partitioning the database tables among the database backend nodes. A table itself cannot be partitioned but the different tables can be distributed on different backend nodes. RAIDb-0 requires at least two database backend, provides moderate performance scalability but does not offer fault tolerance [11], [12]. Fig. 2, “RAIDb-0 example” shows an example of a RAIDb-0 configuration [11], [12].

B. RAIDb-1

RAIDb-1 offers a full mirroring or full replication of the database on the backend. It offers the best fault tolerance scheme since the system is still available with only one backend. On the minus side, there is no speedup on writes (UPDATE, INSERT, DELETE requests) since they have to be broadcasted to all nodes. Fig. 3, “RAIDb-1 example” shows an example of a RAIDb-1 configuration [11], [12].

C. RAIDb-2

RAIDb-2 is a tradeoff between RAIDb-0 and RAIDb-1. It provides partial replication to tune the degree of replication of each database table to obtain the best read/write throughput. RAIDb-2 requires that each database table is available on at least two nodes. Fig. 4, “RAIDb-2 example” shows an example of a RAIDb-2 configuration [11], [12].
D. Nested RAIDb Levels

It is possible to compose several RAIDb levels to build large scale configurations or meet specific needs. The next example is a RAIDb-1-0 configuration where a top level RAIDb-1 controller dispatches the requests to three full databases implemented with a RAIDb-0 controller. Fig. 5, "RAIDb-1-0 example" shows an example of a RAIDb-1-0 configuration [11], [12].

![Fig. 5. Example of a RAIDb-1-0 composition](image)

E. RAIDb-0-1

This last example (Fig. 6, "RAIDb-0-1 example") shows a RAIDb-0-1 composition. The top level is a RAIDb-0 controller and fault tolerance is achieved on each partition using a RAIDb-1 controller [12].

![Fig. 6. Example of a RAIDb-0-1 composition](image)

VI. CONCLUSION

Applications need high scalability and availability at low and controlled cost. Utility computing is not limited only to the single database system for support and high performance. The purpose of this paper is to show methods of replication and failover for the performance upgrade for the mission critical and transaction intensive databases.
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