

 

Abstract—In recent years, datum have reached great 

dimensions and obtaining significant and useful information 

from these datum have come to be a very difficult operation 

that takes a long time by human’s power. In the completion of 

this operation with an easy and a fast manner, it has been seen 

that the concept of data mining carries a big importance. In 

this Study, making a survey for the preparatory class students 

of Selcuk University by the web, it has been tried to find the 

factors affecting on the success of the students by the data 

mining methods. Therefore, from the methods of data mining, 

it has been used apriori and decision tree algorithms. In the 

Study, a survey has been made for the students by the web, 

and the questions of this survey done and the answers given for 

these questions have been held in a digital environment. As for 

these answers, after analysing by two different programmes 

prepared by in MATLAB media, some laws have been found, 

and the results have been compared. 

 

Index Terms—Apriori, Decision Tree, Data Mining. 

 

I. INTRODUCTION 

By the datum held in computer environment recently 

show increase in a large amount, it has been emerged the 

need of benefitting from these datum efficiently. Therefore, 

data mining consisting of the stages of setting and 

evaluating of the model has gained a big importance. From 

the inside of datum in a large amount, the searching of the 

rules, which will provide us to estimate about future, by the 

help of computer programmes is called as “data mining”. 

New generation hardware and software have emerged from 

the deficiency in interpreting raw datum in a large amount. 

The knowledge exploration in the database is to develop 

new generation instruments and techniques that interpret 

datum in a large dimension with a half or complete 

automatic manner. Data mining, in the process of 

knowledge exploration in the databases, consists of the 

stages of setting and evaluating of the model. Data mining 

used for many objectives from the classification of datum to 

making a decision has started to gain more importance since 

nineties (Alpaydın, 2000; Jackson, 2002). 

In this Study, it has been mentioned about the association 

rules from data mining techniques. In the research, from the 

association rules, it has been used apriori and decision tree 

algorithms; and these algorithms have been prepared on 

MATLAB. Here, it has been tried to find the factors 
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affecting on the success of the preparatory class students at 

Selcuk University during their educational life. 

 

II. MATERIAL AND METHOD 

Before the application, a prestudy has been done. Firstly; 

a survey has been applied on the students that are known 

their success standings, by the web. In this survey, there are 

seven questions. The questions and answers of the survey 

have been numerically held in the database. In this study, 

the results have been analyzed and compared after both 

algorithms were applied on the answers which were 

randomized as 200 persons from among the students, gave. 

In this way, it has been aimed at measuring the effect of 

differences in the number of student on the results required 

by the study. With apriori and decision tree algorithms 

obtained with MATLAB, analyzing the answers that the 

students gave, it has been sought to find the factors affecting 

on the success of successful students. 

A. Apriori Algorithm 

In apriori algorithm in which factor sets are frequently 

used with searching the database, it is reached frequently 

used factor sets that provide one-element minimum support 

metric in the first search. In the later searches, the frequently 

used factor sets founded in the previous search are used for 

producing new potential frequently used factor sets that are 

called as “candidate sets” (Agrawal et al. 1993, Agrawal 

and Srikant 1994). 

During the search, it is calculated the support metric of 

the candidate sets. The sets frequently used and providing 

minimum support metric are taken the candidate sets off. 

The frequently used factor sets become a candidate set for a 

next passing. Until there is not any frequently used factor 

set, this process continues like that. If k-factor set provides 

for minimum support metric, as the main approach in the 

apriori algorithm, the subsets of this set provide support 

metric, too (Sever and Oğuz, 2002). Numerical product 

codes are used in the market basket data as is ascending sort. 

If the factor sets called together with element numbers have 

k piece product, it is showed with k-factor set. In order to 

provide support metric for every factor set for the factor sets 

of which product codes are ascending sort, a counter 

variable has been attached. When a factor set is constituted 

at the first time, counter variable is zeroized (Agrawal et al., 

1993; Agrawal and Srikant, 1994).  

B. Decision Tree Algorithm 

Decision tree algorithm is a practical method used widely 
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for an effective deduction. Decision trees provide that the 

examples are lined in an order like a tree from root to leaf 

(Quinlan 1986; Mitchell, 1997; Kshertapalapuram and M. 

Kirley, 2005; Dehuri and Cho, 2008). 

1) ID3 algorithm 

ID3 algorithm, which benefits from the concept of 

“entropy”, is to be able to find the variable that has the most 

distinctive feature in the classification among other 

variables. The concept of “entropy” known as the 

digitization of the present information is used for measuring 

the indefiniteness and the randomness inside the data set. 

Entropy taking a value between 0–1, when all possibilities 

are equal, reaches its biggest value (Quinlan 1986; Mitchell, 

1997; Silahtaroglu, 2008). 

Entropy, mathematically is defined in the following way. 

p-variable, when it indicates the possibilities from 1 to n 

(Equation 1) 





n

1i

)log(1/pp)p,..,p,H(p iin21                  (1) 

It’s like this. 

First of all; taking the whole of positive and negative 

datum registered in the database into account, the entropy of 

the whole of database is calculated. If the database is also 

divided into sub-divisions, then it is calculated the entropy 

of these sub-divisions one by one. After reached the entropy 

of the database, it is reached the root part and the leaves of 

the tree structure. The value of entropy that is reached for 

the whole of database and the values reached for every 

different variable inside the datum are found separately. 

Every result found is called as “acquisition”.  





n

1i
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The big one among the acquisitions found is selected as 

the root part of the tree. Once again, according to the same 

equation (Equation 2.), the leaves of the tree are found. In 

this way, the tree structure is constituted (Quinlan 1986; 

Mitchell, 1997).  

 

III. THE MECHANISM OF THE APPLICATION 

The hundred fold of the ratio of the number of student 

calculated to find that the answers coexist against the total 

number of student gives the coexistence ratio of the answers. 

The calculation of this ratio will be like in Equation 3. 

100
TNS

NSC
CRA        (3) 

CRA: Coexistence Rate of Answers 

NSC: The number of student counted to find this ratio  

TNS: The Total Number of Students 

In the apriori algorithm applied, when minimum support 

for a group having 200 persons is taken as 2 and 3, the 

results appeared are such as in Table I and Fig.  1. 

 

TABLE I: THE SURVEY GROUP HAVING 200 PERSONS AND THE RULES OBTAINED FOR MINIMUM SUPPORT VALUE 2. 

Questions Coexisting Status 
Min. Sup. Value 2 Min. Sup. Value 3 

NSC CRA NSC CRA 

Father; educator and mother; housewife 
successful 99 53,8 60 53,5 

unsuccessful 85 46,1 52 46,4 

Mother; housewife, father graduate student 
successful 98 57,3 93 55,3 

unsuccessful 73 42,6 75 44,6 

Father a high school graduate, mother primary school graduate 
successful 99 49,5 62 39,7 

unsuccessful 101 50,5 94 60,2 

Mother; graduate student and family’s monthly income is 2000 TL 
successful 99 54,3 64 55,1 

unsuccessful 83 45,6 52 44,8 

Family monthly income is above 2000 TL and science high school graduate student 
successful 96 56,8 33 51,5 

unsuccessful 73 43,1 31 48,4 

General 
successful 491 54,1 312 50,6 

unsuccessful 415 45,8 304 49,3 

 

 

Fig. 1. The survey group having 200 persons and figure of the rules 

obtained for minimum support value 2 and minimum support value 3. 

 

The results that are gotten by ID3 algorithm from the 

decision tree algorithms is applied on a group having 200 

persons are as in Table II. The general results obtained from 

both algorithms have been indicated in Table III. 

In general, when the results emerged from both 

algorithms are compared with each other, in the answers 

coexisting, it is seen that the results emerged from apriori 

algorithm for successful students according to the 

coexistence ratio of the answers are higher than the results 

emerged from the decision tree, once again. 
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TABLE  II: RULES OBTAINED WHEN ID3 ALGORITHM IS APPLIED ON THE GROUP HAVING 200 PERSONS. 

Questions Coexisting Status NSC CRA 

Father; educator and mother; housewife 
successful 72 52,5 

unsuccessful 65 47,4 

Mother; housewife, father graduate student 
successful 68 56,1 

unsuccessful 53 43,8 

Father a high school graduate, mother primary school graduate 
successful 47 43,1 

unsuccessful 62 56,8 

Mother; graduate student and family monthly income is above 2000 TL 
successful 52 53,6 

unsuccessful 45 46,3 

General 
successful 239 51,5 

unsuccessful 225 48,4 

TABLE III: GENERAL RESULTS FROM APRIORI AND DECISION TREE ALGORITHMS. 

Groups successful unsuccessful 

Generally 

Coexisting 

ratio of Answers % 

200 persons groups, minimum support = 2 
491  54,1 

 415 45,8 

200 persons groups, minimum support = 3 
312  50,6 

 304 49,3 

When decision tree algorithm is applied on the Group having 200 

persons 

239  51,5 

 225 48,4 

 

IV. CONCLUSION 

For apriori algorithm application, in a group having 200 

persons, it is seen that the coexistence ratio, generally, is 

smaller than the half of one’s participating in the survey. It 

is previously known whether the students taking part in the 

survey are successful or not. Here, the survey results show 

that how low the coexistence ratios of the answers emerged 

after they are evaluated by algorithms, namely, the 

coexistence ratios of the questions are. In other word, the 

numbers of students giving the same answers are more than 

the questions and in this way, the general ratio is high are 

called “coexistence”. 

The general coexistence success rate of a group having 

200 persons has been seen as higher in comparison to 

another group. The general coexistence ratio of a group 

having 200 persons according to minimum support 2 and 3 

has come in view as near to each other; as for another group, 

it has been seen that minimum support 2 is better than 

minimum support 3. In respect of decision tree algorithm, it 

has appeared that the general coexistence ratio of a group 

having 200 persons according to another group has been 

higher; however, in general, as is in the apriori algorithm, 

the general coexistence ratio of both groups are lower than 

its half. 

At the results emerged from the program done with both 

algorithms, it is seen that the answers of the coexisting 

questions, according to their coexistence rates, are lower 

than the half of the general coexistence ratio. However, it 

appears that the coexistence ratio of the results emerged 

from the apriori algorithm are higher in comparison to the 

results emerged from the decision tree algorithm. In both of 

the results too, in general, the questions of “what is mother’s 

profession”, “...father and mother’s education level” and 

“...’s high school graduated” come into prominence. Here, it 

is seen how students’ family lives before university affect 

on their successes in the future. Particularly, it is understood 

that mothers’ professions are a big factor for children’s 

successes in the future. When looked at the results emerged 

by taken the minimum support as 2 in a group having 200 

persons, it appears that 98 students whose mother is a 

housewife and whose father is a graduate student have a 

coexistence ratio like % 57,3. Again, when looked at the 

results emerged by taken the minimum support as 3 in this 

group, it is seen that 93 students whose mother is a 

housewife and as for whose father is a graduate student have 

a coexistence ratio as % 55,3. When ID3 algorithm from the 

decision tree algorithms is applied on a group having 200 

persons, it is seen that 68 students whose mother is a 

housewife and whose father is a graduate student reach for 

the highest coexistence ratio in its group with a % 56,1 

coexistence. As is in the group having 200 persons, 91 

students whose mother is a housewife and whose father is a 

graduate student reach for the highest coexistence ratio in 

this group with a % 53,5 coexistence. 

Consequently, in this study, it has been tried to reach the 

factors affecting the successes of students in the preparatory 

class by apriori and decision tree algorithms from the data 

mining algorithms. It has been used the questions and the 

answers of the survey study that are applied on the students 

in the preparatory class with this objective. After the 

questions and the answers given of this survey were 
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transformed into numerical values, apriori and decision tree 

methods have been applied by MATLAB program; and 

according to the intensity of the answers given, it has been 

researched which factors positively or negatively affect on 

students during their educational life. 
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